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1 Execu8ve summary 
ArBficial Intelligence (AI) and Machine Learning (ML) technologies are revoluBonizing operaBons 
worldwide, offering unprecedented opportuniBes to enhance efficiency, improve decision-making and 
address complex challenges in global trade and border security. These technologies enable Customs 
administraBons to automate rouBne processes, enhance risk assessment and fraud detecBon capabiliBes, 
opBmize resource allocaBon and facilitate trade by streamlining clearance procedures. Key areas of 
AI/ML applicaBon include operaBonal efficiency and trade facilitaBon, risk management, intelligence and 
surveillance, predicBve analyBcs and real-Bme processing, as well as human resource management and 
capacity building. 

To successfully implement AI/ML iniBaBves, Customs administraBons must consider several criBcal 
factors. Legal and ethical frameworks governing AI use need to be carefully navigated to ensure 
compliance and responsible deployment. Data availability, quality and management are fundamental to 
the success of AI/ML projects, requiring significant investment in data preparaBon and governance. 
Technical infrastructure and experBse requirements must be met, necessitaBng both hardware and 
sohware investments as well as skilled personnel. A thorough cost-benefit analysis should be conducted 
to jusBfy AI/ML investments, and pilot projects are recommended to test feasibility and effecBveness 
before full-scale implementaBon. 

This Report provides Customs administraBons with a comprehensive understanding of the minimum 
technical specificaBons, costs, trends, use cases, business processes, policy arrangements and legal 
requirements associated with AI and ML adopBon. The objecBve is to equip WCO Members with the 
knowledge to make informed decisions about implemenBng AI/ML technologies and integraBng them 
into their operaBons. By offering pracBcal insights into these technologies, the Report seeks to reduce 
the digital divide among WCO Members, enabling more equitable access to AI/ML tools and helping 
Customs administraBons address the challenges posed by an increasingly complex global trade 
environment. 

The Report outlines a scalable technical framework for AI/ML implementaBon and integraBon, covering 
AI/ML development environments, data management and governance tools, model development and 
training plaborms, and deployment opBons. This framework ensures that Customs administraBons have 
a flexible technological foundaBon to support AI/ML iniBaBves effecBvely, allowing for gradual adopBon 
and scaling based on individual needs and resources. Building Machine Learning OperaBons (MLOps) 
capabiliBes is crucial for acceleraBng AI development and deployment, improving model performance 
and reproducibility, and reducing risks associated with AI projects. 

To prepare for AI/ML adopBon, Customs administraBons should invest in comprehensive training 
programmes to develop in-house experBse across various domains, including data science, sohware 
engineering and domain-specific knowledge. Fostering a culture of data literacy across the organizaBon 
is essenBal to ensure that both technical and non-technical staff can effecBvely contribute to and benefit 
from AI/ML iniBaBves. CollaboraBon with external experts and academic insBtuBons can provide 
valuable insights and keep Customs administraBons at the forefront of technological advancements. 

The implementaBon of robust data integraBon tools is crucial for seamless system interoperability, 
allowing AI/ML models to access, process and deliver acBonable insights in real Bme across various 
systems. Security and compliance consideraBons are paramount in AI/ML adopBon. Comprehensive 
cybersecurity measures, including data encrypBon, access control and compliance with data protecBon 
regulaBons, must be implemented to safeguard sensiBve and trade data. Regular audits and monitoring 
of AI/ML systems are necessary to ensure ongoing compliance and detect potenBal biases or 
inaccuracies in model outputs. 
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The ethical implicaBons of AI/ML in operaBons cannot be overstated. Customs administraBons must 
establish clear guidelines for the responsible use of AI, addressing issues such as fairness, transparency 
and accountability. Regular assessments of AI systems for potenBal biases and unintended consequences 
are crucial to maintain public trust and ensure equitable treatment of all stakeholders in the trade 
ecosystem. 

By embracing AI/ML technologies, Customs administraBons can posiBon themselves at the forefront of 
trade facilitaBon and border security. These advanced tools enable more efficient, transparent and secure 
internaBonal trade operaBons in an increasingly complex global environment. However, successful 
implementaBon requires a holisBc approach that addresses technical, organizaBonal and ethical 
consideraBons. With careful planning, investment in infrastructure and skills, and a commitment to 
responsible AI pracBces, Customs administraBons can leverage these technologies to significantly 
enhance their capabiliBes, ulBmately benefiBng global trade and economic growth. 
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2 Overview of Ar8ficial Intelligence (AI) and Machine 
Learning (ML) 

ArBficial Intelligence (AI) is a broad term encompassing technologies that enable machines to perform 
tasks tradiBonally requiring human intelligence. These tasks include problem-solving, decision-making 
and learning from experience. AI is not a singular technology but a collecBon of various techniques. 

Machine Learning (ML) is a subset of AI. It involves training algorithms on data to recognize paierns and 
make predicBons or decisions without explicit programming. For instance, a ML model can learn to 
differenBate between cats, dogs and humans on the basis of images, or to understand the content of 
text. 

The below figures provide an overview of the relaBonship between AI, ML and deep learning, highlighBng 
their definiBons and key concepts, as well as explaining common terminologies used in AI and ML. 

Figure 1 – What is AI/ML?1 

 

2.1 AI/ML - a brief history 
AI has undergone a dynamic and mulBfaceted evoluBon, marked by cycles of groundbreaking 
achievements and periods of scepBcism due to scienBfic hurdles and inflated expectaBons. 

In the foundaBonal years of AI (1956–1974), the primary objecBve was to create intelligent machines 
through general search strategies capable of general problem-solving techniques. ScienBsts believed that 
if they represented tasks using symbols (like words or numbers), machines could use these symbols to 
reason and solve various problems. However, they soon realized that these broad, one-size-fits-all 
methods were not effecBve enough to achieve the desired level of intelligence or performance in 
machines. 

In the 1980s there was a shih from a search-based paradigm to a knowledge-based paradigm, which led 
to embedding extensive domain knowledge into highly specialized AI expert systems, primarily designed 
to emulate the decision-making abiliBes of human experts in specific “domains”. For instance, the U.S. 
Internal Revenue Service (U.S. IRS) experimented with expert systems to assist in tax audiBng and fraud 
detecBon.2 These systems aimed to replicate the decision-making abiliBes of experienced auditors by 

 
1 Blank, S. (2022). Ar5ficial Intelligence and Machine Learning Explained. steveblank.com. 
2 McCoy, K. F. (1989). The Use of Expert Systems in the IRS. In Proceedings of the Annual Conference on Taxa5on 
(pp. 147–154). Na5onal Tax Associa5on. 
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encoding tax laws and regulaBons into a knowledge base.3 However, the complexity of tax codes and 
the nuances of individual cases ohen led to inaccurate assessments. Human auditors frequently had to 
intervene to interpret the results and make judgment calls, highlighBng the systems’ limitaBons. While 
expert systems showed promise, they were inherently briile, performing well only within their narrow 
scope and relied heavily on human experts to bridge the gap between the designers’ intenBons and real-
world applicaBons. 

From the 1990s to 2010, alternaBve approaches such as mulB-agent systems and the semanBc web were 
explored but achieved limited success. The semanBc web aimed to make web content more accessible 
to machines by structuring data in a standardized format. Public sector iniBaBves like Data.gov in the 
United States and Data.gov.uk in the United Kingdom sought to leverage this technology for beier data 
sharing among government departments and with the public. Projects were launched to promote open 
data standards. However, these systems faced challenges when scaling up to real-world complexity, 
including unpredictable human behaviour and environmental factors, and the lack of widespread 
adopBon of semanBc web technologies and interoperability issues limited their effecBveness.4 

2.2 The rise of Machine Learning (ML) 
While AI encompasses technologies that enable machines to mimic human intelligence, ML, a subset of 
AI, involves algorithms that learn from data to improve predicBons. Data science integrates staBsBcal 
methods and computaBonal techniques to analyse and extract meaningful insights from structured and 
unstructured data sources. The figure below illustrates key AI, ML and data science terminology. 

Figure 2 - AI, ML, data science terminology5 

 

 
3 A “knowledge base” is an informa5on repository that enables knowledge sharing and problem-solving rather than 
just data storage, as in a “database”. 
4 Heitmann, B., et al. (2009). Implemen8ng Seman8c Web applica8ons: reference architecture and challenges. 
Proceedings of the 5th Interna5onal Workshop on Seman5c Web Enabled Soiware Engineering). 
5 Government Technology Agency of Singapore (2019), “Public Sector AI Playbook” 
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Expert systems from the 1980s were rule-based AI systems designed to simulate human decision-making 
using if-then rules and knowledge bases. While they represented early progress in AI, they had several 
limitaBons that ML later addressed. ML, a subset of ArBficial Intelligence (AI), focuses on creaBng 
algorithms that enable computers to learn from data and make predicBons or decisions without explicit 
programming. One of the most advanced forms of ML is deep learning, which relies on neural networks 
to idenBfy paierns in large datasets. 

Deep learning encompasses various neural network architectures, including Deep Neural Networks 
(DNNs) and Graph Neural Networks (GNNs). These architectures are inspired by the human brain and 
consist of layers of nodes (neurons) connected to each other. Each node processes informaBon and 
makes decisions and passes the informaBon and decisions along to the next layer, enabling the network 
to learn complex paierns and relaBonships within the data. 

Deep Neural Networks (DNNs) emerged as a powerful alternaBve to earlier expert systems, leveraging 
data-driven learning to overcome challenges such as manually gathering expert knowledge and common-
sense reasoning. DNNs excel at processing structured data in Euclidean space, such as images or text 
sequences. The rise of DNNs marked a turning point in AI, enabling breakthroughs like superhuman 
performance in image classificaBon, game-playing, and major advancements in voice recogniBon and 
language translaBon. 

Graph Neural Networks (GNNs), a more recent development, are designed to handle graph-structured 
data, addressing limitaBons of tradiBonal neural networks in processing non-Euclidean data. GNNs can 
model complex relaBonships in data represented as graphs, such as social networks or molecular 
structures, by passing messages between nodes to capture both node features and graph structure. In 
Customs administraBon, both DNNs and GNNs play crucial roles. DNNs are ohen used in risk assessment 
and cargo inspecBon, analysing historical shipment data to idenBfy paierns and detect anomalies that 
may indicate smuggling, fraud or misdeclaraBons. GNNs can be applied to analyse complex trade 
networks, idenBfying suspicious paierns in relaBonships between enBBes involved in internaBonal 
trade. 

While these deep learning approaches have brought impressive advancements in AI, they come with 
challenges. They typically require large amounts of labelled data, which can create boilenecks in 
development. AddiBonally, their complex structure with millions of parameters ohen makes them 
funcBon as “black boxes”, making it difficult to understand how they arrive at decisions. 

Despite these challenges, DNNs and GNNs conBnue to push the limits of AI with their high performance 
and ability to tackle complex tasks. DNNs excel in processing grid-like data, while GNNs open up new 
possibiliBes in handling relaBonal data. This blend of high performance and complexity conBnues to 
shape the evoluBon of AI, pushing the boundaries of what machines can learn and achieve in various 
domains, including Customs operaBons. 

2.3 The advent of generative AI (Gen AI) 
GeneraBve AI (Gen AI) represents one of the most advanced forms of AI, capable of producing new and 
original content by idenBfying paierns and structures within exisBng data. Its emergence has reshaped 
the AI landscape, pushing the boundaries of creaBvity, automaBon and problem-solving across industries. 

Unlike tradiBonal AI models that rely on predefined rules and structured outputs, generaBve AI learns to 
create unique outputs that resemble the data it was trained on. This capability has made it a powerful 
tool for applicaBons such as text generaBon, image creaBon, video synthesis and music composiBon, 
transforming fields ranging from entertainment to markeBng and educaBon. 
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2.3.1 The technology behind genera5ve AI 
Many generaBve AI models rely on neural networks, parBcularly DNNs and GNNs. These neural network-
based approaches have significantly contributed to the rapid growth and diversity of generaBve AI 
capabiliBes. 

IniBally, Deep Neural Networks (DNNs) laid the foundaBon for complex paiern recogniBon and data 
processing, enabling early generaBve models to create basic outputs in areas such as image and text 
generaBon. Building upon this foundaBon, Graph Neural Networks (GNNs) emerged, excelling at 
handling graph-structured data and facilitaBng tasks that involve relaBonal informaBon, such as molecule 
generaBon for drug discovery, social network analysis and recommendaBon systems. 

A key advancement in the development of generaBve AI was the introducBon of Transformer models - 
AI systems that understand and generate language by focusing on how words relate to each other in a 
sentence. These models transformed the field by using self-aienBon mechanisms, which enable them to 
assess and prioriBze the relaBonships between words regardless of their posiBon in the sentence. This 
innovaBon significantly enhanced the capability of models to manage and interpret massive datasets, 
leading to the creaBon of Large Language Models (LLMs) like GPT-3, GPT-4 and LLaMA. These LLMs 
demonstrated unprecedented proficiency in understanding and generaBng coherent, context-aware text, 
semng new benchmarks in natural language processing. 

Concurrent with advancements in Transformer-based LLMs, the field of generaBve AI witnessed the 
emergence of diffusion models. Diffusion models create images by first adding random noise to data and 
then teaching the AI to remove this noise step by step. This approach allows the models to generate 
high-quality, photorealisBc images. As a result, diffusion models have significantly improved the clarity 
and variety of images produced by generaBve AI, enhancing both their fidelity and versaBlity. 

Hence, generaBve models conBnued to advance, supporBng mulBmodal applicaBons, extending their 
capabiliBes beyond text to encompass text-to-image and text-to-video generaBon. These mulBmodal 
generaBve AI systems leverage billions of parameters to produce coherent and contextually relevant 
content across various formats, thereby broadening the scope and applicability of generaBve AI in 
creaBve and analyBcal domains. 

The expansion of generaBve AI beyond text has had profound implicaBons for mulBple industries. In art, 
design and markeBng, advanced text-to-image models enable the creaBon of high-quality, photorealisBc 
images from textual descripBons, fostering unprecedented levels of creaBvity and efficiency. Similarly, 
generaBve AI-driven video generaBon allows for the producBon of dynamic visual content from textual 
inputs or sBll images, revoluBonizing content creaBon and media producBon processes. 

Despite these advancements, generaBve AI introduces significant challenges. The complexity of these 
models necessitates specialized hardware, such as Graphics Processing Units (GPUs), 6  to perform 
computaBons efficiently. The substanBal computaBonal resources required for training and deploying 
these models raise concerns about environmental sustainability and the equitable accessibility of AI 
technology. AddiBonally, the intensive resource demands contribute to the centralizaBon of AI 
capabiliBes, potenBally limiBng democraBzaBon and broader societal benefits. 

Ethical consideraBons are paramount in the deployment of generaBve AI. These models can inadvertently 
reproduce or amplify biases present in their training data, resulBng in discriminatory or inappropriate 
outputs. Furthermore, the potenBal misuse of generaBve AI for creaBng deepfakes or disseminaBng 
misinformaBon poses significant societal risks. Addressing these ethical challenges is crucial to ensure 
the responsible development and applicaBon of generaBve AI technologies. 

 
6 Graphics Processing Units (GPUs) handle parallel tasks, crucial for rendering images and training machine learning 
models. 
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Looking ahead, generaBve AI represents a significant milestone in the evoluBon of arBficial intelligence, 
characterized by sophisBcated neural architectures and versaBle applicaBons across various domains. 
The future of generaBve AI is poised to integrate diverse neural network architectures, including DNNs 
and GNNs, with rule-based systems and human experBse. This hybrid approach aims to enhance the 
flexibility and reliability of AI systems, enabling them to handle unexpected situaBons more effecBvely. 
AddiBonally, ongoing research focuses on improving the interpretability of AI models, ensuring ethical 
operaBons and enhancing sustainability by reducing the environmental impact of AI computaBons. 

Table 1 outlines the hierarchical relaBonship between AI, ML, Deep Learning and generaBve AI, 
highlighBng their definiBons, focus areas, techniques, applicaBons, advantages and data dependencies 
to clarify their disBncBons and interconnectedness. 

Table 1 - Differences between AI, ML, Deep Learning and generaCve AI 

Category Ar+ficial Intelligence 
(AI) 

Machine Learning (ML) Deep Learning Genera+ve AI 

Defini5on A broad field of 
computer science 
focused on crea5ng 
systems that 
simulate human 
intelligence, 
encompassing 
reasoning, learning 
and problem-solving. 

A subset of AI focused 
on enabling systems to 
learn from data and 
improve their 
performance over 5me 
without being explicitly 
programmed. 

A subset of ML that 
uses neural networks 
with many layers (Deep 
Neural Networks, 
DNNs) to model 
complex paaerns in 
large amounts of data. 

A subset of AI and 
Deep Learning 
designed to create 
new content, such 
as text, images, 
audio and video, by 
learning paaerns 
from exis5ng data. 

Focus Simula5ng human 
intelligence through 
reasoning, learning 
and decision-making 
to perform tasks 
typically requiring 
human cogni5on. 

Enhancing system 
performance through 
data-driven learning, 
making predic5ons and 
iden5fying paaerns 
based on historical data. 

Processing large 
volumes of structured 
and unstructured data 
to recognize intricate 
paaerns and 
representa5ons, 
enabling tasks like 
image and speech 
recogni5on. 

Genera5ng new, 
crea5ve outputs by 
understanding and 
replica5ng the 
underlying paaerns 
and styles present in 
the training data, 
fostering innova5on 
and content 
crea5on. 

Techniques 
used 

Rule-based systems, 
decision trees, 
expert systems, 
search algorithms, 
neural networks, 
natural language 
processing (NLP), 
computer vision. 

Algorithms such as 
linear regression, 
logis5c regression, 
decision trees, support 
vector machines, 
clustering and 
reinforcement learning. 

Deep Neural Networks 
(DNNs), Convolu5onal 
Neural Networks 
(CNNs), Recurrent 
Neural Networks 
(RNNs), Graph Neural 
Networks (GNNs), 
Transformers. 

Varia5onal 
Autoencoders 
(VAEs), Genera5ve 
Adversarial 
Networks (GANs), 
Transformer-based 
models (e.g. BERT, 
T5), diffusion 
models, 
autoregressive 
models. 

Examples of 
applica5ons 

Autonomous 
vehicles, virtual 
personal assistants 
(e.g. Siri, Alexa), 
smart home devices, 
robo5cs, game 
playing (e.g. 
AlphaGo). 

Spam filtering, fraud 
detec5on, 
recommenda5on 
systems (e.g. Neclix 
recommenda5ons), 
predic5ve maintenance, 
customer segmenta5on, 
stock market analysis. 

Image and speech 
recogni5on (e.g. Google 
Photos, Siri), language 
transla5on (e.g. Google 
Translate), autonomous 
driving systems, medical 
image analysis. 

Text genera5on (e.g. 
ChatGPT, Jasper), 
image crea5on (e.g. 
Midjourney, 
DALL·E), music 
composi5on (e.g. 
AIVA), synthe5c 
media crea5on, 
video genera5on 
(e.g. Synthesia). 
 
  

Key 
advantage 

Enables automa5on 
and intelligent 

Allows systems to learn 
and improve from data, 

Highly effec5ve for 
processing and 

Excels at crea5ng 
highly realis5c and 
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decision-making 
across a wide range 
of applica5ons, 
enhancing efficiency 
and effec5veness in 
various domains. 

making them adaptable 
and capable of handling 
complex tasks without 
explicit programming. 

extrac5ng meaningful 
insights from large and 
unstructured datasets, 
leading to superior 
performance in tasks 
like image and speech 
recogni5on. 

novel outputs, 
fostering crea5vity, 
innova5on and 
automa5on in 
content genera5on 
across mul5ple 
media types. 

Data 
dependency 

May or may not 
require large 
datasets; depends on 
the specific AI 
techniques and 
applica5ons being 
u5lized. 

Requires structured and 
oien labelled data for 
training to enable 
accurate learning and 
predic5ons. 

Requires vast amounts 
of labelled or unlabelled 
data to effec5vely train 
deep neural networks, 
leveraging large-scale 
datasets for op5mal 
performance. 

Requires massive 
datasets to learn 
intricate paaerns 
and styles, enabling 
the genera5on of 
diverse and high-
quality content that 
mimics real-world 
data. 

2.4 AI for Customs administrations 
AI/ML are increasingly transforming Customs operaBons. By adopBng AI/ML, Customs administraBons 
can unlock the full value of their data, be it structured, semi-structured or unstructured. These 
technologies allow Customs administraBons to analyse vast amounts of data and enhance decision-
making in areas such as risk management, fraud detecBon, cargo inspecBon and resource allocaBon, 
thereby increasing overall efficiency. AI/ML also empowers Customs administraBons to tackle global 
challenges like cross-border smuggling, non-compliance, and increasing volumes of e-commerce, and 
beier adapt to the dynamic landscape of global trade and security challenges. 

However, there is a growing digital divide among Customs administraBons globally, with many WCO 
Members lacking the technical capacity or infrastructure to fully benefit from AI/ML technologies. 
Bridging this digital gap is criBcal to ensuring that all Customs administraBons, regardless of their current 
technological capabiliBes, can adopt these powerful tools to modernize their operaBons and tackle 
emerging global challenges effecBvely. 
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3 AI/ML trends in Customs and trade 

3.1 Advanced AI models 
Advanced AI models are transforming Customs administraBon by enhancing risk assessment, fraud 
detecBon and cargo inspecBons through data-driven learning and paiern recogniBon. These include 
models like GeneraBve Adversarial Networks (GANs) and VariaBonal Autoencoders (VAEs)7 to analyse 
paierns and generate realisBc data, enabling document verificaBon, anomaly detecBon and predicBve 
analyBcs. 

Large Language Models (LLMs), such as GPT-4 and LLaMA, leverage Transformer architectures to process 
natural language, making them ideal for automated document classificaBon, processing Customs 
declaraBons and responding to inquiries. These models can extract insights from unstructured data, assist 
in risk profiling and streamline compliance checks. AddiBonally, AI-powered image recogniBon systems, 
based on deep learning, improve cargo scanning by idenBfying concealed items and anomalies in X-ray 
and scanning data. 

Customs administraBons benefit from reduced processing Bmes, enhanced compliance and improved 
detecBon of illicit acBviBes. The use of deep learning and reinforcement learning8 in Customs not only 
accelerates operaBonal workflows but could also provide a data-driven foundaBon for policymaking, 
enabling Customs administraBons to adapt to changing trade dynamics and emerging threats more 
effecBvely. 

As AI models conBnue to evolve, they are expected to integrate with a wide range of technologies, 
including IoT sensors, blockchain-based trade records, roboBc process automaBon (RPA), Augmented 
Reality (AR) and Virtual Reality (VR), enabling more robust, transparent and efficient Customs operaBons. 

3.2 The role of generative AI in Customs operations 
GeneraBve AI has introduced transformaBve capabiliBes in Customs operaBons since its emergence in 
2022. Leveraging the large datasets from Customs management systems and Single Window plaborms, 
Customs administraBons can establish their own foundaBonal LLM by adapBng open-source LLMs, such 
as LLaMA, 9  and train them with Customs-specific data, including trade regulaBons, tariff codes, 
declaraBon forms and historical compliance records. By harnessing the power of natural language 
processing and context-aware learning, these foundaBonal LLMs trained on massive Customs-related 
data can support complex tasks, such as document classificaBon, risk profiling, fraud detecBon and policy 
enforcement. They can also analyse unstructured data, idenBfy paierns and generate insights to improve 
targeBng strategies and border security measures. Furthermore, generaBve capabiliBes allow LLMs to 
interpret trade regulaBons and assist in scenario planning, enhance strategic planning and improve 
overall efficiency. By effecBvely leveraging their own data alongside open-source LLM models, Customs 
administraBons can harness the full potenBal of generaBve AI. 
  

 
7 Genera5ve Adversarial Networks (GANs): AI models with two parts—one creates data and the other checks if it 
looks real. Both work together to produce realis5c outputs like images, videos or text. Varia5onal Autoencoders 
(VAEs): AI models that learn paaerns in data and create new, similar examples based on those paaerns. They can 
generate new data samples that are similar to the original data by sampling from learned paaerns. 
8 Reinforcement learning is learning by trial and error, maximizing rewards through feedback. 
9 LLaMA (Large Language Model Meta AI) – open-source LLM developed by Meta, designed for research purposes. 
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3.3 Human-in-the-Loop (HITL) approach in Customs operations 
While advanced AI/ML models and generaBve AI offer significant benefits to Customs operaBons, an 
important trend is the adopBon of the Human-in-the-Loop (HITL) approach. This ensures that AI systems 
assist but do not replace human decision-making. HITL involves human oversight in the AI decision-
making process, allowing Customs officers to review and validate AI recommendaBons, providing a 
balance between automaBon and human experBse. 

3.3.1 Ensuring accountability and compliance 
Valida'on of AI outputs: Customs officers can review AI-generated insights to ensure decisions align 
with legal and regulatory standards. While human validaBon helps maintain compliance, it should be 
supported by a robust integrity policy to miBgate risks of bias or corrupBon and uphold transparency in 
Customs operaBons. 

Contextual understanding: Humans provide context that AI models may not fully grasp, such as 
geopoliBcal factors, cultural nuances or excepBonal circumstances affecBng trade pracBces. This ensures 
that decisions are appropriate and take all relevant factors into consideraBon. 

3.3.2 Enhancing trust and transparency 
Building confidence in AI systems: Involving humans in the loop increases trust among stakeholders, as 
decisions are not solely made by automated systems, insBlling a level of assurance in processes that 
include human judgment. However, integrity and transparency safeguards have to be insBtuted to ensure 
fair and unbiased decisions. 

Transparent decision-making: AI-only decisions may lack transparency because complex models like 
neural networks operate as “black boxes”, making it difficult to trace how inputs lead to outputs. Without 
clear explanaBons, it becomes challenging to jusBfy decisions, especially in legal and compliance contexts 
where accountability is required. HITL allows for explanaBons of how decisions are made, which is 
essenBal for transparency and accountability. Customs officers can provide raBonales for acBons taken, 
which is criBcal in legal and compliance contexts. 

3.3.3 Managing ethical and legal considera5ons 
Preven'ng bias and discrimina'on: Human oversight helps idenBfy and miBgate any biases in AI models, 
ensuring fair treatment of all traders and compliance with anB-discriminaBon laws. This is parBcularly 
important when AI models are trained on historical data that may contain biases. 

Legal responsibility: AI systems funcBon as advisory tools to support decision-making. The decision-
making responsibility sBll rests with human officers, who are accountable under the law. However, the 
issue of liability in AI-driven decisions remains an open quesBon, highlighBng the need for clear legal 
frameworks to address accountability as AI systems conBnue to evolve. 

3.3.4 Adap5ng to dynamic environments 

Handling unpredictable scenarios: Humans are beier equipped to handle unforeseen events or 
anomalies that AI models may not have been trained on. In cases of unexpected global events affecBng 
trade, human judgment is crucial. 

Con'nuous improvement: Feedback from Customs officers can be used to retrain and improve AI 
models. This iteraBve process enhances the performance of AI systems over Bme, making them more 
effecBve and reliable. 
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3.3.5 Balancing efficiency with exper5se 
Op'mizing workflows: HITL allows AI systems to handle rouBne tasks, freeing up Customs officers to 
focus on complex cases that require human judgment. This opBmizes the use of human resources and 
improves overall efficiency. 

Leveraging experience: Experienced officers can apply their experBse to interpret AI-generated data, 
leading to more nuanced and effecBve decision-making. Their insights can also guide the development 
of beier AI models. 

3.4 Cloud-based AI in Customs operations 
Cloud-based AI, which provides services hosted via the Internet on remote servers, offers scalable 
processing power and data storage for AI applicaBons. It has emerged as a significant trend, with an 
increasing number of organizaBons adopBng cloud plaborms to develop, deploy and scale AI soluBons. 
This shih is driven by cost efficiency, as the pay-as-you-go pricing model eliminates the need for large 
upfront investments in hardware and maintenance, reducing overall operaBonal costs. Cloud-based AI 
plaborms enable rapid deployment of AI projects, efficient scaling of AI/ML operaBons and processing 
of large datasets without requiring extensive on-premises infrastructure. 

Customs administraBons, depending on data sensiBvity and security requirements, can opt for private 
cloud models for greater control and security or hybrid cloud10 models to balance scalability with data 
protecBon. These flexible opBons ensure accessible, scalable and cost-effecBve soluBons while 
addressing data security and compliance concerns. 

3.4.1 Addressing data security concerns 

Cloud providers use strong safeguards to meet Customs administraBons’ data security needs. One 
important concept is data residency, which allows organizaBons to decide where (in which country or 
region) their data is physically stored. This helps them follow data sovereignty rules - laws that apply to 
data based on the country where it is stored. 

Customs administraBons can choose a private cloud or a hybrid cloud to have more control over sensiBve 
informaBon. These choices let Customs administraBons decide where and how their data is stored and 
processed, ensuring they comply with local regulaBons and keep data safe. 

Major cloud plaborms also follow strict internaBonal security standards.11 They use advanced methods 
such as encrypBon, mulB-factor authenBcaBon and role-based access controls to ensure data remains 
secure and that only authorized users can access it. 
  

 
10 A private cloud is a cloud compu5ng environment dedicated to a single organiza5on, either hosted on premises 
or by a third-party provider, and not shared with other customers. A hybrid cloud combines both private and public 
cloud resources, allowing organiza5ons to keep data in a secure private environment while leveraging the scalability 
and flexibility of the public cloud for less sensi5ve workloads. 
11 These include: ISO/IEC 27017, which provides guidelines for informa5on security controls applicable to cloud 
services; and SOC (Service Organiza5on Control) 2: a U.S.-based standard that details how service providers should 
manage customer data securely, oien adopted interna5onally as well. 
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4 Legal requirements for AI/ML adop8on 

4.1 National approaches to AI regulation 
Governments around the world are adopBng varied strategies to regulate AI, reflecBng differences in 
legal tradiBons, policy prioriBes and levels of technological advancement. These approaches can be 
broadly categorized into formal legislaBon, governance frameworks and guidelines, and hybrid models 
that combine elements of both. 

4.1.1 Formal legisla5on 
Some countries are enacBng specific laws to regulate AI, creaBng legally binding obligaBons for 
developers, users and other stakeholders. The European Union (EU) exemplifies this legislaBve path with 
its European ArBficial Intelligence Act (AI Act) which entered into force on 1 August 2024.12  This 
comprehensive legal framework seeks to classify AI systems based on their risk levels - unacceptable, 
high, limited and minimal - and sBpulates specific obligaBons for each category. For instance, high-risk 
AI applicaBons, which could include Customs-related systems for risk assessment or fraud detecBon, 
would be subject to stringent requirements like conformity assessments, transparency mandates and 
provisions for human oversight. The objecBve is to ensure AI systems are safe, respect fundamental rights 
and promote trust across EU member states. 

Similarly, China has established a mulB-layered regulatory framework for AI that includes both laws and 
binding regulaBons, such as its Interim AdministraBve Measures for GeneraBve ArBficial Intelligence 
Services, effecBve 15 August 2023,13 and AdministraBve Provisions on RecommendaBon Algorithms in 
Internet-based InformaBon Services (2021).14 China’s approach is aimed at controlling AI development 
in line with interests and security concerns, as well as balancing innovaBon with naBonal security, ethical 
concerns and societal values. 

4.1.2 Governance frameworks and guidelines 

Other countries prefer non-binding guidelines or frameworks to steer AI development responsibly 
without imposing strict legal constraints. The United States, for example, employs a sector-specific, 
flexible approach that emphasizes innovaBon. In 2020, the White House issued principles for regulaBng 
AI, focusing on public trust, transparency and fairness. 15  The NaBonal InsBtute of Standards and 
Technology (NIST) provides voluntary guidance to promote trustworthy AI. The objecBve is to foster AI 
innovaBon while addressing risks, without hindering technological progress with heavy regulaBons. 

Japan has issued ethical guidelines rather than formal laws, aimed at fostering innovaBon while ensuring 
responsible AI development and deployment. The Japanese government has published, in their “Social 
Principles of Human-Centric AI”, a set of ethical guidelines for AI that provide principles for responsible 
AI development and use.16  These guidelines cover various aspects, including fairness, transparency, 
accountability and privacy. The government has also issued cross-ministerial guidelines on AI, which 
outline the roles and responsibiliBes of different ministries and agencies in promoBng AI development 
and addressing potenBal risks. 

 
12 European Commission. (2024). Regulatory framework for AI. Shaping Europe’s Digital Future. 
13 Cyberspace Administra5on of China. (2023). Measures for the management of genera5ve ar5ficial intelligence 
services. 
14 Cyberspace Administra5on of China. (2022). Administra5ve provisions on algorithm recommenda5on for Internet 
informa5on services (Order No. 9). 
15 The White House - Office of Management and Budget (2020). Guidance for Regula5on of AI Applica5ons. 
16 Government of Japan. (2019). Social Principles of Human-Centric AI. 
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Singapore has adopted a light-touch proacBve approach to AI governance and regulaBon, introducing 
the Model AI Governance Framework.17 This framework provides voluntary guidelines for organizaBons 
to adopt when developing and deploying AI systems, offering pracBcal guidance on internal governance, 
risk management and stakeholder communicaBon. An AI Ethics Advisory Council was also established to 
provide ongoing guidance and promote ethical AI. The objecBve is to build public trust and encourage 
responsible AI innovaBon. 

Australia released the “AI Ethics Framework”, consisBng of eight principles, including privacy protecBon, 
reliability, transparency and accountability. 18  This framework provides guidance for businesses to 
implement AI ethically, ensuring technologies are developed responsibly and align with societal values. 

4.1.3 Hybrid approaches 

Some countries combine elements of formal legislaBon with flexible guidelines, tailoring regulaBon to 
specific contexts. Canada’s approach to AI governance is a hybrid, using a mix of mandatory policies and 
voluntary frameworks. The AI and Data Act (AIDA)19  provides a legal framework for regulaBng AI 
systems, while ethical guidelines and voluntary frameworks, such as the Algorithmic Impact Assessment 
tool, provide guidance for organizaBons to develop and use AI responsibly. This hybrid approach allows 
Canada to balance the need for legal certainty with the flexibility to adapt to the rapidly evolving field of 
AI. 

The United Kingdom employs a hybrid sector-specific regulaBon supported by overarching guidelines.20 
It focuses on principles like safety, transparency and fairness, implemented by exisBng regulators rather 
than new legislaBon. The UK government has published a NaBonal AI Strategy, which outlines its vision 
for AI development and sets out principles for responsible AI, as well as the AI Ethics Framework, which 
provides guidance on ethical consideraBons for AI development and use. 

4.2 International efforts to regulate AI 
InternaBonal collaboraBon has been growing, with the United NaBons (UN) and OrganisaBon for 
Economic Co-operaBon and Development (OECD) announcing enhanced collaboraBon on AI 
governance. The OECD adopted AI Principles in 2019 (updated in 2024),21 which is a set of guidelines to 
promote the development and use of trustworthy and responsible AI. The G7 and G20 have also 
established key recommendaBons to guide the responsible development and deployment of AI. The G7’s 
AI recommendaBons include 11 guiding principles for safety and trustworthiness, along with a voluntary 
Code of Conduct promoBng ethical and responsible AI development.22 The G20 has, moreover, provided 
key guidance on AI governance, advocaBng responsible stewardship of trustworthy AI and encouraging 
member countries to develop naBonal AI strategies reflecBng their individual prioriBes and concerns.23 

In March 2024, the UN General Assembly adopted a resoluBon on “Seizing the opportuniBes of safe, 
secure and trustworthy AI”, emphasizing ethical AI principles and adherence to internaBonal human rights 

 
17 AI Verify Founda5on (AIVF) and Infocomm Media Development Authority (IMDA) (2024). Model AI Governance 
Framework for Genera8ve AI. 
18  Australian Government, Department of Industry, Science, Energy and Resources. (2019). Australia’s AI Ethics 
Framework. 
19 Canadian Government (2022). AI and Data Act (“AIDA”)  
20 UK Government, Department for Digital, Culture, Media & Sport. (2022). Establishing a pro-innova5on approach 
to regula5ng AI: An overview of the UK’s emerging approach. 
21 OECD. (2024). Shaping a human-centric approach to ar5ficial intelligence: OECD AI Principles. 
22  G7. (2023). Interna5onal Guiding Principles on Ar5ficial Intelligence and Code of Conduct for Advanced AI 
Systems. 
23 G20. (2019). G20 AI Principles. In Annex to G20 Ministerial Statement on Trade and Digital Economy. 
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law. 24  AddiBonally, in 2021 UNESCO adopted the RecommendaBon on the Ethics of ArBficial 
Intelligence, commimng all 193 UN member states to ethical principles in AI development.25 

4.3 Implications for Customs administrations 
Globally, governments are navigaBng the challenge of regulaBng AI in a manner that safeguards societal 
values without hindering technological progress. Formal legislaBon provides clear, enforceable rules and 
legal certainty but may be rigid, risk sBfling innovaBon, and can be slow to adapt to technological 
changes. Governance frameworks offer flexibility, encourage innovaBon and can be quickly updated, but 
their non-binding nature may lead to inconsistent adopBon and enforcement. Hybrid approaches balance 
regulatory oversight with flexibility tailored to specific sectors, but they can create complexity in 
compliance and potenBal overlap between regulaBons and guidelines. 

As AI laws and governance frameworks conBnue to evolve, Customs administraBons face the complex 
challenge of ensuring compliance while remaining adaptable to new developments. The varied global 
approaches to AI regulaBon highlight the necessity for Customs administraBons to stay vigilant and 
proacBve in their adopBon of AI/ML technologies. 

To navigate this landscape responsibly and in accordance with relevant laws and guidelines, it is 
imperaBve for Customs administraBons to remain informed about these diverse regulatory approaches 
and ongoing changes. This involves monitoring exisBng laws, proposed legislaBon and guidelines issued 
by naBonal and internaBonal organizaBons. By understanding different regulatory models, Customs 
agencies can beier prepare for the trustworthy and ethical integraBon of AI into their operaBons. 

A proacBve approach entails integraBng legal obligaBons with ethical best pracBces, regardless of the 
specific regulatory environment in which they operate. Customs administraBons can benefit from 
adopBng best pracBces established in regions with advanced AI regulaBons, even if their own 
jurisdicBons lack specific AI regulaBon. This strategy posiBons them to harness the benefits of AI 
effecBvely while upholding high legal and ethical standards. Key consideraBons include strict compliance 
with their jurisdicBon’s laws, the thoughbul adopBon of internaBonal best pracBces and the flexibility to 
adjust strategies as new regulaBons emerge. 

By embracing best pracBces from various regulatory models, ensuring adherence to applicable laws and 
maintaining readiness to modify strategies in response to regulatory evoluBon, Customs administraBons 
can effecBvely leverage AI technologies. This approach not only enhances operaBonal efficiency and 
effecBveness but also sustains public trust and supports the authority’s mission to facilitate legiBmate 
trade while ensuring security and compliance with internaBonal norms. 

4.4 Data encryption, anonymization and consent management 
ProtecBng personal and sensiBve data is of paramount importance when adopBng AI and ML 
technologies. ImplemenBng robust technical measures is essenBal to miBgate risks associated with data 
processing. This includes the following: 

• Data EncrypBon - it is imperaBve to use strong encrypBon protocols to safeguard data during 
transmission (encrypBon in transit) and while stored (encrypBon at rest), thereby prevenBng 
unauthorized access in the event of intercepBon or breaches. Regularly updaBng encrypBon 
methods is also crucial to defend against evolving cybersecurity threats. 

• AnonymizaBon and pseudonymizaBon - these are addiBonal strategies to enhance data privacy. 
AnonymizaBon involves processing data in such a way that individuals cannot be idenBfied. 

 
24 United Na5ons. (2024). Governing AI for humanity: Final report. High-level Advisory Body on Ar5ficial Intelligence. 
25 UNESCO. (2024). Recommenda5on on the ethics of ar5ficial intelligence. 
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When data is fully anonymized, it ohen falls outside the scope of many data protecBon 
regulaBons, thus potenBally reducing compliance burdens. PseudonymizaBon, on the other 
hand, entails replacing idenBfying informaBon with pseudonyms, allowing for data analysis while 
offering increased privacy protecBon. It is important to note that pseudonymized data is sBll 
considered personal data under the GDPR and must be handled accordingly. 

• Consent management - this is another criBcal aspect of data protecBon. For Customs 
administraBons, data processing is ohen based on legal obligaBons rather than consent. 
However, consent is required in opBonal programmes such as voluntary traveller schemes or 
voluntary disclosure programmes. In these cases, consent must be freely given, specific, 
informed and unambiguous. Customs administraBons should maintain records of consents 
obtained and provide easy withdrawal mechanisms where applicable. 

• Algorithmic transparency and fairness - these are important consideraBons when implemenBng 
AI/ML systems. Striving to make AI/ML decisions understandable enhances trust and complies 
with transparency requirements outlined in regulaBons such as the GDPR. While complex 
algorithms can be opaque, providing explanaBons for decisions is crucial. Furthermore, it is vital 
to ensure that AI/ML models do not perpetuate discriminaBon. Regular tesBng and validaBon of 
models are necessary to detect and correct biases that could adversely affect decisions about 
individuals or groups. 

• Data governance and security - this aspect must be prioriBzed to protect sensiBve informaBon. 
ImplemenBng strict access controls limits data access to authorized personnel who require it for 
their roles, employing authenBcaBon and authorizaBon mechanisms. Maintaining detailed audit 
trails on data processing acBviBes is important for monitoring unauthorized access and 
facilitaBng audits. 

4.5 Data use compliance and Intellectual Property Rights (IPR) 
compliance 
When Customs administraBons adopt AI/ML technologies, ensuring compliance with data use 
regulaBons and Intellectual Property Rights (IPR) is crucial. This is parBcularly important when handling 
sensiBve trade informaBon provided by traders as part of their legal obligaBons. Key consideraBons for 
data use compliance include the following: 

• Legal basis: ensure that the use of trade data for AI/ML aligns with the legal basis under which 
it was collected, not exceeding the original purpose’s scope. 

• ConfidenBality: implement robust measures to prevent unauthorized access or disclosure of 
sensiBve informaBon when using trade data for AI/ML. 

• Data protecBon: miBgate privacy risks by anonymizing or aggregaBng trade data before AI/ML 
training, ensuring effecBve techniques to prevent re-idenBficaBon. 

• Third-party involvement: when external vendors are involved, ensure data sharing complies with 
data protecBon obligaBons through appropriate contractual clauses. 

• InternaBonal compliance: adhere to provisions in internaBonal trade agreements and 
convenBons regarding trade data use and protecBon. 

Regarding IPR compliance, Customs administraBons must: 

• Respect exisBng rights: ensure that AI models, algorithms or sohware used in their projects 
respect exisBng IPR laws. 
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• Proper licensing: obtain proper licences for AI tools and ensure that proprietary technologies are 
not used without authorizaBon. 

• Protect own IP: if developing custom AI soluBons, protect their intellectual property to prevent 
unauthorized use or duplicaBon. 

By carefully managing data use, implemenBng robust safeguards and adhering to legal and ethical 
standards for both data and IPR, Customs administraBons can leverage AI/ML technologies effecBvely 
while maintaining the trust and cooperaBon of the trading community. This approach ensures that 
sensiBve trade informaBon is handled responsibly and that all intellectual property rights are respected 
throughout the AI/ML adopBon process. 

4.6 Cybersecurity regulations 
AI/ML adopBon introduces new vulnerabiliBes, increases system complexity and exposes Customs 
administraBons to potenBal cyber threats. These new vulnerabiliBes and risks must be managed to 
protect sensiBve data, ensure the integrity of systems and maintain public trust. Compliance with 
cybersecurity regulaBons is essenBal to safeguard against threats that could compromise naBonal 
security, disrupt trade or expose confidenBal informaBon. 

Therefore, a robust cybersecurity framework aligned with legal requirements is imperaBve. This includes: 

• Complying with relevant cybersecurity regulaBons - Customs administraBons must comply with 
a range of cybersecurity laws and regulaBons at both naBonal and internaBonal levels. These 
regulaBons are designed to protect informaBon systems, ensure data privacy and prevent 
unauthorized access or cyberaiacks. 

• InternaBonal standards and guidelines - adhering to internaBonally recognized cybersecurity 
standards, such as ISO/IEC 27001, provides a structured approach to managing informaBon 
security. Adhering to these standards helps organizaBons implement best pracBces and 
demonstrate compliance with internaBonal expectaBons. 

• Comprehensive risk management - Customs administraBons must conduct thorough risk 
assessments to idenBfy and evaluate potenBal threats to their AI/ML systems and the data they 
handle. This involves analysing the likelihood and impact of various cyber threats, including data 
breaches, unauthorized access and cyberaiacks specifically targeBng AI algorithms. 

• Advanced access controls - access control mechanisms are vital in protecBng sensiBve data and 
criBcal AI/ML systems. Customs administraBons should enhance security beyond tradiBonal 
password-based systems, for example, mulB-factor authenBcaBon. Role-based access control 
(RBAC) should be employed to restrict access based on an individual’s role within the AI 
programme. 

• ConBnuous monitoring and threat intelligence – to monitor the dynamic nature of cyber threats, 
Customs administraBons can combine advanced monitoring tools with tradiBonal security 
measures and human experBse. Regular security audits, threat hunBng and manual reviews 
should complement automated detecBon systems. 
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5 Policy arrangements for AI/ML adop8on 
AdopBng AI/ML technologies in Customs operaBons requires carefully designed policy arrangements 
that govern how these technologies are integrated, managed and uBlized. Such policies will not only 
guide the responsible use of AI/ML systems but also support strategic alignment with organizaBonal 
goals and ensure integraBon into a broader corporate digitalizaBon strategy. These policies must also 
address legal requirements and ethical standards and uphold robust security measures. By establishing 
comprehensive policy frameworks, Customs administraBons can harness the full potenBal of AI/ML 
technologies while miBgaBng associated risks and ensuring responsible innovaBon in their operaBons. 

This secBon outlines the key policy arrangements for AI/ML adopBon in Customs, considering the 
broader legal requirements already covered in the previous secBon, including data protecBon and privacy, 
data use and cybersecurity regulaBons. 

Customs legal teams and regulatory advisors play a vital role in developing policies that address how 
AI/ML systems interact with these requirements, parBcularly regarding data use, algorithmic 
transparency and privacy consideraBons. Ensuring that AI/ML systems operate within legal constraints 
is criBcal for their safe and lawful implementaBon in Customs operaBons. 

These policy arrangements should address governance, ethical use, data management, system design 
and deployment, capacity-building, regulatory alignment and conBnuous improvement. 

5.1 Internal policies 
Governance and oversight for AI/ML adop'on - One of the foundaBonal steps in AI/ML adopBon is 
establishing a robust governance and oversight structure. Governance policies also address the division 
of roles and responsibiliBes, ensuring clear accountability for AI/ML usage as well as for addressing any 
errors, biases or ethical breaches. This includes establishing oversight commiiees or task forces 
comprising senior Customs officials, data scienBsts, IT personnel, legal advisors and policy experts to 
oversee AI/ML projects, ensuring strategic alignment with Customs operaBons and adherence to the 
broader legal framework. This governance ensures that all decisions are made transparently, risks are 
managed proacBvely and policies are updated in tandem with technological and operaBonal changes. 

Data management and security policies - Data management policies are central to AI/ML adopBon, to 
govern data collecBon, quality, privacy and security. These policies must also address how data is shared 
across Customs departments, with other government agencies and with external partners to promote 
interoperability and facilitate integrated approaches to AI/ML adopBon. 

In parallel, data privacy policies are crucial for protecBng sensiBve trade, business and personal data. 
Policies must align with data protecBon regulaBons, such as safeguarding data against unauthorized 
access and misuse, ensuring consent for data collecBon and processing, and anonymizing personal 
informaBon. Security policies provide guidelines for data encrypBon, secure storage and access controls 
to miBgate risks of data breaches and cyberaiacks. Together, these policies help Customs 
administraBons responsibly manage the vast volumes of data required for AI/ML operaBons, while 
complying with exisBng data protecBon and privacy regulaBons. 

System design, development and deployment policies - Customs administraBons need to design policies 
that guide the design, development and deployment of AI/ML systems. These should set clear standards 
for model validaBon, accuracy and suitability to ensure the design and development effecBvely supports 
Customs funcBons such as fraud detecBon, risk profiling and trade facilitaBon. Deployment policies 
ensure that AI/ML systems are implemented systemaBcally, including guidelines on change management, 
user training and system integraBon into exisBng workflows. These policies should also address 
compliance with cybersecurity regulaBons, ensuring systems are resilient against threats and 
vulnerabiliBes. 
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Internal capacity and skills for AI/ML - To ensure successful AI/ML adopBon, Customs administraBons 
need to invest in developing internal capacity and the necessary skills. Policies should support 
comprehensive training programmes for Customs officers focusing on AI/ML principles, data analyBcs 
and system usage. Besides training, Customs administraBons can facilitate partnerships with academic 
insBtuBons, research organizaBons and private sector experts to foster knowledge exchange and access 
to the latest developments in AI/ML. 

Policy alignment - Internal AI policies must align with external legal and regulatory requirements to 
ensure compliant and responsible adopBon. Policies should be designed to adhere to exisBng legal 
frameworks around data protecBon, privacy, IPR and cybersecurity, as previously discussed in detail. 
These internal policies ensure that AI/ML technologies respect legal boundaries, trade regulaBons and 
cross-border compliance requirements. 

Integra'on into opera'ons - Finally, policy arrangements for AI/ML adopBon must address how these 
technologies are strategically integrated into Customs operaBons. Policies should outline how AI/ML 
align with Customs business processes, trade facilitaBon goals and naBonal economic strategies. 
Developing strategic roadmaps for AI/ML adopBon allows Customs administraBons to prioriBze 
iniBaBves based on potenBal impact, scalability and operaBonal relevance. These roadmaps ensure that 
AI/ML technologies not only support immediate Customs requirements but also contribute to long-term 
modernizaBon, risk management and global trade goals. 

In summary, the policy arrangements for AI/ML adopBon involve a comprehensive approach that covers 
governance, ethical use, data management, system development, capacity building, legal compliance, 
conBnuous monitoring and strategic alignment. These policies form the backbone of responsible AI/ML 
adopBon, ensuring Customs administraBons can effecBvely harness technological advancements while 
adhering to ethical standards, legal requirements and operaBonal goals. By developing and refining these 
policy arrangements, Customs administraBons can posiBon themselves to fully leverage AI/ML 
technologies for more efficient, transparent and secure trade processes. 

5.2 Ethical frameworks and guidelines 
IncorporaBng AI/ML technologies in Customs acBviBes, such as risk assessment, targeBng or fraud 
detecBon, raises ethical consideraBons that must be addressed through sound policy arrangements. 
Policies must ensure that the use of AI/ML aligns with principles of fairness, transparency and 
accountability. Customs administraBons should develop ethical guidelines for AI/ML usage, semng 
standards for how these technologies are deployed, how decisions are made and how biases are 
miBgated. 

Fairness and equity - One of the primary ethical consideraBons is ensuring fairness and equity in how 
AI/ML is applied to Customs operaBons. Algorithms used for decision-making in Customs, such as risk 
profiling or targeBng shipments for inspecBon, have the potenBal to introduce biases that can 
disproporBonately affect certain traders, geographic regions or product types. Policies must, therefore, 
mandate the detecBon, assessment and miBgaBon of biases within AI/ML systems. 

Transparency and explainability - Transparency is criBcal to building trust in AI/ML systems. Policies must 
emphasize explainability, ensuring that AI/ML decision-making processes are understandable and 
interpretable. This is parBcularly important where AI/ML tools are used for risk assessment, determining 
which shipments are flagged for inspecBon and idenBfying potenBal compliance issues. Transparency 
policies should address the raBonale behind AI/ML decisions and be documented and communicated 
clearly to stakeholders, offering insights into how certain conclusions are reached. 

Human-in-the-loop decision-making - It is important to maintain human oversight in criBcal decision-
making processes. Policies that promote a “human-in-the-loop” approach ensure that AI/ML outputs are 
reviewed and validated by trained Customs officers. Policies should define criteria for where and when a 
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human review is required, i.e. a process in which Customs officers are needed to apply their experBse, 
judgment and contextual understanding to decisions, parBcularly in complex or high-stakes scenarios 
where AI/ML systems may face limitaBons. 

Privacy and data ethics - The use of AI/ML in Customs operaBons involves processing large amounts of 
data, including sensiBve trade informaBon. To ensure ethical data use, policies must emphasize privacy 
protecBon and data ethics, going beyond mere compliance with legal regulaBons. Policies should ensure 
that only relevant data is used for AI/ML purposes, respecBng the principles of data minimizaBon and 
purpose limitaBon. AddiBonally, policies should promote transparency around data usage, informing 
stakeholders about what data is collected, how it is used and the protecBons in place to safeguard their 
informaBon. 

5.3 Bias mitigation in AI/ML models 
Bias in AI/ML models is a criBcal concern for Customs administraBons as it can lead to unintended 
consequences that compromise fairness, accuracy and trust in Customs operaBons. In Customs 
operaBons, biased AI/ML models can disproporBonately flag certain traders, countries or goods as high 
risk, resulBng in unfair treatment, trade barriers and a potenBal loss of credibility for the Customs 
administraBon. MiBgaBng bias is therefore essenBal for ethical and effecBve use of AI/ML, requiring 
targeted policy measures to idenBfy, address and monitor potenBal biases throughout the model 
lifecycle. 

Understanding sources of bias - To effecBvely miBgate bias, it is important to understand the different 
sources from which it can originate. Bias in AI/ML models can come from data-related issues, such as 
historical imbalances in the data used for training, incorrect or incomplete labelling of data and 
unrepresentaBve sampling that fails to capture diverse scenarios in Customs operaBons. For instance, if 
an AI/ML model is trained predominantly on data from specific export markets or product types, it may 
develop biased paierns that misjudge risk levels. Algorithmic bias can also occur if the model’s design 
and feature selecBon inherently favour certain outcomes or reinforce exisBng prejudices.  For example, 
if models overemphasize the country of origin in risk assessments, unfairly flagging certain naBons; or 
feature selecBon prioriBzes historical data paierns that reflect outdated prejudices in trade 
relaBonships. Policy consideraBons for bias miBgaBon must address these sources holisBcally, ensuring 
that both data and algorithm design processes are carefully scruBnized. 

Data quality and representa'veness - One of the primary strategies for bias miBgaBon is to improve data 
quality and ensure representaBveness in AI/ML models. Policies should enforce data collecBon protocols 
that capture diverse and balanced datasets represenBng all segments of Customs operaBons, including 
different types of goods, trade routes, traders and compliance behaviours. This diversity helps prevent 
models from developing one-sided perspecBves that may disproporBonately impact certain groups or 
acBviBes. Policies should also emphasize data cleaning and validaBon to remove errors, inconsistencies 
and outliers that may distort model learning and lead to biased predicBons. Furthermore, guidelines 
should require that data be periodically refreshed and updated to reflect current trade paierns and 
behaviours, reducing the risk of biases stemming from outdated informaBon. 
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Figure 3 – Common ML algorithms 

 

 

Algorithm design and fairness policies - Addressing algorithmic bias requires careful consideraBon of 
how AI/ML models are designed, trained and validated. Policies should mandate fairness constraints 
during model development, ensuring that the algorithm does not favour one group, region or type of 
trade over others without jusBfied operaBonal reasons. This can involve applying fairness learning 
techniques, such as balanced weighBng of features, re-sampling of training data and incorporaBng 
fairness metrics as part of model evaluaBon criteria. For instance, Customs administraBons may establish 
policies requiring that AI/ML models achieve balanced accuracy across different trader profiles or trade 
lanes, prevenBng disproporBonate flagging or scruBny of specific enBBes. Policies should also outline 
processes for algorithm tesBng against mulBple scenarios to detect and recBfy any biases before 
deployment. 

Regular monitoring for bias - Bias miBgaBon is not a one-Bme effort but an ongoing process that requires 
conBnuous monitoring and evaluaBon. Policies must establish frameworks for regular audits of AI/ML 
models, focusing on idenBfying signs of bias and unintended dispariBes in model outcomes. Such audits 
can be conducted by internal teams or external, independent experts to objecBvely assess whether 
AI/ML predicBons align with fairness principles and operaBonal goals. Monitoring policies should include 
rouBne checks of model outputs to detect any systemaBc paierns of biased decision-making and require 
Bmely correcBve acBons when such biases are idenBfied. These correcBve acBons could involve 
retraining the model with more representaBve data, adjusBng algorithms to beier balance outcomes, or 
revising operaBonal processes to ensure fairer use of AI/ML decisions. 

Transparency and accountability mechanisms - Transparency in AI/ML operaBons is criBcal for bias 
miBgaBon, to understand how models work and idenBfy potenBal areas of concern. Policies should 
require that Customs administraBons document and communicate the design, development and 
deployment processes of AI/ML models, including the steps taken to idenBfy and miBgate bias. Such 
transparency enables stakeholders, whether internal staff, traders or external partners, to provide 
feedback and hold the Customs administraBon accountable for fair outcomes. 

In summary, miBgaBng bias in AI/ML models is a mulBfaceted effort requiring policies that address data 
quality, algorithm design, transparency and conBnuous monitoring. By implemenBng these policies, 
Customs administraBons can ensure that their AI/ML systems support fair decision-making, enhance 
operaBonal effecBveness and maintain stakeholder trust. Bias miBgaBon not only upholds ethical 
standards but also ensures that AI/ML technologies are aligned with the principles of fairness, equality 
and accountability in Customs operaBons. 
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6 Stakeholder engagement and communica8on 
Engaging stakeholders effecBvely in AI/ML iniBaBves is criBcal for a Customs administraBon to ensure 
that these technologies are effecBvely adopted and address the needs and concerns of all parBes 
involved. Stakeholder engagement should be extensive and inclusive, involving internal staff, external 
partners, other government agencies, industry associaBons, academia and the general public. The 
engagement process aims to foster collaboraBon, obtain feedback and ensure alignment with overall 
objecBves, enhancing the efficiency, transparency and responsiveness of Customs operaBons. 

Internal staff engagement - For internal stakeholders like Customs officers, IT teams and management, 
engagement starts with capacity-building iniBaBves and awareness programmes. Customs 
administraBons can hold training sessions and workshops to educate internal staff about the potenBal 
of AI/ML technologies and how they can streamline Customs procedures. Regular open meeBngs across 
the administraBon and cross-departmental forums enable open dialogue on concerns, suggesBons and 
pracBcal consideraBons for implemenBng AI/ML. Involving staff early in the process builds ownership 
and ensures that operaBonal insights are integrated into AI/ML soluBons. An internal advisory group 
consisBng of management, Customs officers and IT personnel can provide conBnuous feedback on the 
development and deployment of AI/ML iniBaBves, fostering an environment where staff feel they are 
contributors rather than just end-users. 

External partner engagement - External partner engagement is crucial for successful AI/ML 
implementaBon in Customs operaBons. Customs administraBons can create forums and working groups 
to bring stakeholders like importers, exporters and logisBcs companies together to discuss how AI/ML 
tools can improve trade processes. Stakeholder roundtables and focus groups allow partners to voice 
operaBonal challenges, ensuring their needs are considered during project design. Regular updates and 
consultaBons ensure transparency and provide feedback opportuniBes. 

Engaging industry associaBons provides access to a collecBve voice of businesses affected by Customs 
operaBons. CollaboraBve workshops and pilot programmes with industry parBcipaBon can lead to more 
effecBve AI/ML soluBons tailored to specific needs. This approach facilitates smoother implementaBon 
due to pre-established buy-in from member companies. By fostering open dialogue and collaboraBon, 
Customs administraBons can develop effecBve soluBons, address challenges proacBvely and gain 
broader support for their digital transformaBon efforts. 

Engagement with other government agencies - CollaboraBon with other government agencies, such as 
border security, law enforcement and regulatory authoriBes, is crucial for the alignment of AI/ML 
iniBaBves across governmental funcBons. Customs administraBons can set up inter-agency task forces 
to discuss shared goals and idenBfy synergies between different agencies’ AI/ML programmes. These 
task forces serve as coordinaBon plaborms to avoid duplicaBon of efforts and ensure seamless data 
sharing, promoBng efficient inter-agency processes. A Memorandum of Understanding (MoU) between 
agencies can outline specific collaboraBon mechanisms, roles and responsibiliBes for developing and 
implemenBng AI/ML iniBaBves that support broader government objecBves like naBonal security and 
regulatory compliance. 

Engagement with academia - Involving academia, including universiBes and research insBtuBons, is a 
valuable for integraBng cumng-edge research and technological advancements into AI/ML projects. 
Customs administraBons can collaborate with academic insBtuBons through partnerships, research 
grants or joint projects to leverage AI/ML experBse for Customs applicaBons like predicBve analyBcs, 
risk assessment and data analysis. By engaging academic experts, Customs administraBons can stay 
informed about emerging trends and best pracBces in AI/ML and incorporate innovaBve approaches to 
problem-solving. Regular academic symposiums or roundtable discussions can ensure ongoing dialogue, 
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enabling academia to provide construcBve feedback on the effecBveness and ethical consideraBons of 
AI/ML tools in Customs operaBons. 

Public engagement - For public stakeholders, transparency and openness are key. Customs 
administraBons can use public consultaBons, informaBon sessions and online plaborms to inform the 
public about AI/ML iniBaBves, solicit feedback and address concerns regarding data privacy, security and 
overall impact. Surveys and quesBonnaires distributed through digital channels provide a way to gather 
public input efficiently, ensuring that the implementaBon of AI/ML iniBaBves aligns with societal 
expectaBons and regulatory standards. Open dialogues, such as open meeBngs across the Customs 
administraBon or online discussion forums, enable the public to voice their opinions and gain clarity on 
how AI/ML will enhance Customs processes while safeguarding public interests. 

6.1 Feedback mechanisms and integration into planning and execution 
To collect and analyse stakeholder input effecBvely, Customs administraBons should establish robust 
feedback mechanisms, such as surveys, focus group discussions, advisory commiiees and conBnuous 
monitoring systems. Regular surveys targeBng different stakeholder groups (e.g. internal staff, external 
partners and the public) can gauge awareness, percepBons and saBsfacBon regarding AI/ML iniBaBves. 
Public consultaBons provide a forum for open feedback, while advisory commiiees consisBng of 
representaBves from each stakeholder group ensure that input is gathered in a structured manner. These 
feedback mechanisms allow Customs administraBons to understand the diverse needs and concerns of 
all stakeholders, enabling informed decision-making. 

Input gathered from these feedback mechanisms should be considered carefully in project planning and 
execuBon, ensuring that it influences project design, deployment and opBmizaBon. This process involves 
analysing feedback, prioriBzing suggesBons based on impact and feasibility, and communicaBng back to 
stakeholders on how their input is being integrated. Regular updates and transparent reporBng on AI/ML 
projects foster trust and demonstrate that stakeholder concerns are taken seriously. By aligning these 
feedback mechanisms with stakeholder engagement strategies, Customs administraBons can build 
stakeholder buy-in, facilitate smooth adopBon and improve the effecBveness of AI/ML iniBaBves. This 
conBnuous cycle of engagement and feedback not only ensures project success but also promotes long-
term stakeholder collaboraBon and support for future technological advancements. 

6.2 Transparency and communication 
To ensure transparency and maintain open communicaBon, it is essenBal to effecBvely communicate the 
outcomes and success stories of AI/ML projects to stakeholders and the public. This communicaBon 
builds trust, encourages engagement and showcases the value these technologies bring to Customs 
operaBons and trade processes. Various strategies can be employed to reach different audiences while 
highlighBng the benefits and successes of AI/ML iniBaBves. 

Success stories and case studies - Publishing detailed success stories and case studies can effecBvely 
demonstrate the tangible benefits of AI/ML projects. These case studies should highlight specific 
challenges faced, how the AI/ML soluBons were implemented and the measurable improvements 
achieved, such as reduced clearance Bmes, improved accuracy in risk profiling or enhanced trade 
facilitaBon. 

Stakeholder events and workshops - Regular stakeholder events, such as workshops, forums and 
briefings, are important plaborms for presenBng AI/ML project outcomes directly to targeted audiences, 
including internal staff, industry partners and other government agencies. These events facilitate two-
way communicaBon where successes are not only shared but also discussed openly, allowing 
stakeholders to ask quesBons and provide feedback. DemonstraBons of AI/ML tools in acBon during 
these events offer an opportunity to showcase their funcBonality and impact firsthand. 
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Public informa'on and social media campaigns - Launching public informaBon campaigns and outreach 
programmes tailored for the public can enhance transparency and help demysBfy AI/ML technologies 
used in Customs. Leveraging tradiBonal media (e.g. press releases, television interviews) and social media 
plaborms (e.g. LinkedIn, Twiier and YouTube) provides broad outreach for sharing project achievements. 
This helps reach a wide audience and establish public awareness. Social media campaigns using posts, 
infographics and videos can communicate complex AI/ML outcomes in a simple, engaging manner and 
encourage public interacBon. 

Conferences and Academic Publica'ons - ParBcipaBng in internaBonal conferences, industry events and 
academic forums provides opportuniBes to share best pracBces, lessons learned and AI/ML project 
outcomes with a broader audience, including other Customs administraBons, policymakers and 
researchers. Publishing white papers, research arBcles and technical documentaBon in academic journals 
or industry publicaBons can establish the Customs administraBon as a leader in adopBng AI/ML 
technologies and provide a plaborm for deeper engagement with the academic and research community. 
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7 Key considera8ons for Customs administra8ons 
embarking on AI/ML projects 

The figure below depicts some of the key capabiliBes of AI/ML technologies. Not all challenges are 
suitable for AI/ML soluBons; for example, highly nuanced issues involving the interpretaBon of complex 
trade regulaBons may sBll require human oversight. While AI/ML offers immense potenBal for enhancing 
Customs operaBons, embarking on these projects requires a thoughbul and strategic approach. 

Figure 4 – Key capabiliCes of AI/ML technologies26 

 

 

Building upon the legal, ethical and governance consideraBons discussed in previous secBons, this 
secBon focuses on pracBcal factors that Customs administraBons should evaluate when pursuing AI/ML 
iniBaBves. Addressing the following consideraBons ensures the successful implementaBon and 
sustainable integraBon of AI/ML technologies within Customs operaBons: 

7.1.1 Problem defini5on and alignment 
Problem definiBon is a crucial first step to ensure that the project targets the right issue and maximizes 
the potenBal benefits of AI/ML soluBons. 

Customs administraBons should begin by idenBfying specific pain points in their processes, such as long 
clearance Bmes, inefficient inspecBons or difficulBes in detecBng non-compliant acBviBes. AI/ML 
technologies lend themselves parBcularly well to areas where large volumes of data need to be 
processed, or where repeBBve, rule-based tasks, such as document processing, risk assessments, can be 
automated to improve efficiency. 

A well-defined problem, grounded in the understanding of AI/ML’s strengths and limitaBons, is essenBal 
to successfully implemenBng AI/ML projects that deliver tangible, impacbul results for Customs 
operaBons. 

By ensuring that the idenBfied problem aligns with areas where AI/ML can offer significant value, 
Customs administraBons can avoid invesBng in complex technologies for issues that may be more 
effecBvely resolved by simpler automaBon or rule-based systems. 

 
26 Government Technology Agency of Singapore (2019), “Public Sector AI Playbook” 
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7.1.2 Data availability and quality 
Data availability and quality are criBcal consideraBons for Customs administraBons embarking on AI/ML 
projects. Customs administraBons collect vast amounts of data, ohen reaching terabytes annually, as part 
of their regulatory mandate. This includes structured informaBon, such as import/export declaraBons, 
transacBon records and tariff classificaBons, as well as unstructured data, including scanned documents, 
communicaBon logs and mulBmedia files from inspecBons. AddiBonally, much of this data is historical 
and archival, providing a wealth of informaBon accumulated over years or even decades. 

While AI/ML models require large volumes of data for training and validaBon, the success of these 
iniBaBves depends not just on the volume, but also on the quality and relevance, of the data. For instance, 
developing an AI model for fraud detecBon would require detailed historical trade data, transacBon 
records and known paierns of fraudulent acBviBes. This data should capture a wide range of variables, 
such as product classificaBons, declared values, trade routes and enBBes involved, allowing AI/ML 
models to learn complex paierns and make accurate predicBons. 

However, simply having a large volume of data is insufficient; it must also be of high quality and relevant 
to current operaBons to ensure that AI/ML models produce useful and acBonable results. Poor data 
quality, characterized by inaccuracies, incomplete records, inconsistencies or outdated informaBon can 
severely impact model performance, leading to flawed predicBons. High-quality data must be accurate, 
complete, consistent, Bmely and relevant. Achieving this level of quality is challenging for Customs 
administraBons, parBcularly because much of the data comes from legacy systems or is archival and may 
contain errors due to manual entry, inconsistencies in classificaBons or incomplete documentaBon. 
Moreover, the evoluBon of data formats over Bme can create addiBonal inconsistencies in how 
informaBon is recorded, making it difficult to ensure uniformity across different datasets. 

To miBgate these issues, Customs administraBons must invest Bme and resources into data cleansing 
and preparaBon. This process will involve correcBng errors, standardizing formats and ensuring that the 
data is comprehensive and up to date, ulBmately improving the reliability of AI/ML model outputs. 
SecBon 9 of this Report, on data management, outlines the essenBal steps for managing data within 
Customs, serving as a foundaBonal prerequisite for launching AI/ML projects. 

7.1.3 Technical feasibility 

When embarking on AI/ML projects, one of the key consideraBons for Customs administraBons is 
technical feasibility. This involves assessing whether the necessary infrastructure, experBse and 
resources are available to support the implementaBon and success of AI/ML iniBaBves. The first step in 
this assessment is evaluaBng the exisBng technical experBse within the Customs administraBon. 

AI/ML projects require specialized skills in data science, ML and data engineering, as well as proficiency 
with the necessary hardware and sohware tools. If these skills are lacking, Customs administraBons may 
need to invest in staff training or seek external experBse through partnerships with technology vendors, 
consultants or academic insBtuBons. 

In addiBon to experBse, the availability of the necessary hardware, such as high-performance compuBng 
systems capable of handling large datasets and sohware, including AI/ML frameworks, is crucial. 
Customs administraBons must ensure that their infrastructure is capable of supporBng the storage, 
processing and analysis of vast amounts of data, as well as the iteraBve nature of AI/ML model 
development. 

SecBon 10 of this Report subsequently outlines the minimum technical specificaBons and human 
resources required for AI/ML implementaBon and integraBon. Customs administraBons can use these 
guidelines to assess both the technical feasibility of their projects and their organizaBonal capacity to 
support AI/ML iniBaBves. This includes evaluaBng whether they possess the necessary infrastructure, 



 

35 

 

experBse and resources to effecBvely implement AI/ML soluBons. By referencing these specificaBons, 
Customs administraBons can determine whether their current capabiliBes align with the demands of 
AI/ML projects or whether investments in training, technology or external partnerships are needed. 

7.1.4 AI output challenges 
The accuracy of the outputs generated by AI is paramount for Customs administraBons. AI/ML models 
are not inherently neutral; they are shaped by the data they are trained on and the methods used to 
develop them. One significant concern is the risk of biases in the data, as discussed above. 

Another key issue is the occurrence of hallucina'ons and inaccuracies in AI/ML models. AI/ML systems 
someBmes generate outputs based on incomplete or ambiguous data, leading to “hallucinaBons”, where 
the model provides inaccurate or misleading predicBons. In a Customs context, this could result in 
incorrect flagging of shipments for inspecBon or improper risk assessments. Ensuring the accuracy of the 
AI models and verifying their predicBons against real-world outcomes is criBcal to maintaining fairness 
and trust in AI/ML-based decisions. The table below provides examples of common biases, hallucinaBons 
and inaccuracies in AI/ML models. 

Table 2 - Most common biases, hallucinaCons and inaccuracies in AI/ML models 
 

Type of issue Descrip+on Example in Customs opera+ons 

1 Selec5on bias Occurs when training data is not 
representa5ve of the full range of 
Customs scenarios, leading to models 
favouring specific cases. 

An AI model trained predominantly on 
high-value cargo data might overlook 
risks associated with low-value 
shipments. 

2 Historical bias Reflects paaerns and biases in 
historical data, poten5ally reinforcing 
outdated trends and prejudices. 

A model may dispropor5onately flag 
shipments from certain countries based 
on outdated risk data. 

3 Algorithmic bias Results from model design where 
certain features are over-emphasized, 
leading to skewed predic5ons. 

A model may overes5mate the value of 
goods, causing frequent inspec5on of 
high-value items only. 

4 False posi5ves in risk 
detec5on 

When the model incorrectly flags 
shipments as high risk, leading to 
unnecessary inspec5ons. 

A harmless shipment may be flagged as 
containing prohibited items, causing 
trade delays. 

5 False nega5ves in risk 
detec5on 

When the model fails to iden5fy 
actual high-risk shipments, allowing 
them to pass undetected. 

A shipment of illegal goods might be 
labelled as “low risk”, failing to trigger 
proper inspec5ons. 

6 Overfisng bias Occurs when the model is overly 
trained on specific paaerns, failing to 
generalize to new data effec5vely. 

A model focused on specific seasonal 
data might fail to accurately assess 
shipments outside that context. 

7 Hallucina5on of risk 
factors 

When the AI fabricates or overstates 
risk factors without factual basis, 
leading to incorrect assessments. 

A model might flag innocuous 
shipments as high risk based on 
unfounded correla5ons or assump5ons. 

8 Data drii 
misinterpreta5on 

When changes in input data are not 
recognized, leading to inaccurate 
predic5ons or outdated risk profiles. 

An AI model trained on pre-pandemic 
data may not adapt to post-pandemic 
trade paaerns. 

 

7.1.5 Cost-benefit analysis 

When embarking on AI/ML iniBaBves, Customs administraBons must conduct a thorough cost-benefit 
analysis to make informed decisions that balance immediate financial consideraBons with long-term 
strategic objecBves. This assessment should factor in the long-term strategic value of AI adopBon, 
including its potenBal to transform operaBonal paradigms and enhance decision-making capabiliBes. 
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Customs administraBons should evaluate the hidden costs associated with data governance, 
infrastructure upgrades and ongoing maintenance of AI systems. 

The analysis should also consider the potenBal for AI to unlock new revenue streams through improved 
fraud detecBon and more efficient resource allocaBon. Intangible benefits, such as enhanced stakeholder 
trust and improved trade facilitaBon, should be quanBfied where possible. Customs should assess the 
opportunity costs of not adopBng AI, parBcularly in light of evolving global trade dynamics and emerging 
security threats. The cost-benefit framework should be flexible enough to account for the rapid pace of 
technological advancement, allowing for iteraBve adjustments as AI capabiliBes evolve. 

7.1.6 Pilot projects 

When starBng AI/ML projects, Customs administraBons should consider launching a pilot project to test 
the feasibility and effecBveness of AI/ML soluBons in a controlled environment. A pilot project allows 
Customs to assess the performance of the AI/ML models, gather feedback and make adjustments before 
a full-scale implementaBon. By following a structured three-step approach, Customs administraBons can 
evaluate the pracBcal benefits and limitaBons of these technologies while minimizing risks. 

Figure 5 - Stages of developing and deploying an AI pilot system27 

 

The first step in this approach is data collec'on and prepara'on. Customs administraBons should begin 
by gathering the relevant training data, which could include historical Customs declaraBons, transacBon 
records or inspecBon data. This data needs to undergo careful processing, such as removing duplicates, 
standardizing formats and handling missing values. AddiBonally, many AI/ML projects require labelled 
data, especially for supervised learning, where the desired outcome needs to be clearly defined. Labelling 
can be Bme-consuming but is essenBal for ensuring that the model learns from accurate and relevant 
examples. Once the data has been prepared, it is typically split into three sets: a training set to develop 
the model, a validaBon set to fine-tune it, and an evaluaBon set to test the final performance. Further 
details of data preparaBon are elaborated in the following As  on data management. 

 
27 Government Technology Agency of Singapore (2019), “Public Sector AI Playbook” 
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The second step involves model training, which consists of several key phases. First, Customs 
administraBons must select the most appropriate algorithm for their problem. This decision is guided by 
the nature of the data and the specific task the model is designed to address, such as classificaBon, 
predicBon or anomaly detecBon. Once the algorithm has been chosen, the training process begins, where 
the model learns to perform a task by analysing the training data. During this phase, the model is regularly 
validated using the validaBon dataset to adjust parameters and improve accuracy. Finally, the model is 
evaluated using the evaluaBon dataset to ensure it performs well on unseen data, simulaBng real-world 
condiBons. This rigorous process ensures the model is reliable and ready for the next step. 

The third step is deployment, where the trained model is introduced into the Customs administraBon’s 
operaBonal processes. At this stage, the model begins predicBng new input data based on what it has 
learned from the training process. Since this is a pilot project, the deployment is closely monitored and 
the model’s performance is conBnuously assessed. This allows Customs administraBons to idenBfy 
potenBal improvements or adjustments and address any issues before wider implementaBon. Monitoring 
the model in a real-world semng ensures that it conBnues to provide valuable insights and predicBons, 
even as the data or environment may change. 
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8 Data management 
Customs administraBons rouBnely collect vast amounts of data in various forms - structured, semi-
structured and unstructured - as part of their day-to-day operaBons. According to a 2018 WCO News 
arBcle, even then the Korea Customs Service (KCS) was accumulaBng 45 GB of structured data and 
30 GB of unstructured data every day,28 amounBng to over 25 TB annually, a figure that is likely to be 
considerably higher today. This data ranged from structured Customs declaraBons and cargo manifests 
to semi-structured data, e.g. Electronic Data Interchange (EDI) messages from Internet of Things (IoT) 
devices, and unstructured formats like scanned documents, x-ray images and surveillance footage. 
Despite the abundance and richness of this data, many Customs administraBons have yet to fully harness 
its potenBal to enhance their core funcBons, such as revenue collecBon and protecBon, trade facilitaBon 
and border security. 

The current challenge lies in effecBvely integraBng and analysing this diverse data to draw acBonable 
insights. TradiBonal data processing methods ohen fall short in dealing with the sheer volume, variety 
and complexity of the data, leaving valuable informaBon underuBlized. This is where AI/ML technologies 
provide Customs administraBons with the tools to leverage and maximize the use of their collected data. 
AI/ML can automate the analysis of structured and semi-structured data, extract insights from 
unstructured data through techniques like natural language processing (NLP) and computer vision, and 
enable predicBve analyBcs to anBcipate risks and streamline processes. 

Data management is the cornerstone of AI/ML projects in Customs administraBons, as it ensures that 
the data collected and processed is both reliable and suitable for analysis. Managing data for AI/ML 
applicaBons in Customs administraBons requires handling diverse types of structured and unstructured 
data, ensuring its quality and integrity and securing it against privacy and security threats. When applied 
to Customs administraBons, data management involves transforming raw trade data into formats ready 
for AI model development and processing. 

By implemenBng robust data management strategies, Customs administraBons can harness the power 
of AI/ML to improve operaBonal efficiency, enhance risk management and ensure regulatory compliance. 
These strategies should incorporate comprehensive data governance frameworks and leverage advanced 
data quality tools. 

8.1 Types of data used for AI/ML projects 
Structured data typically includes import/export declaraBons, tariff classificaBons, transacBon records 
and valuaBon data. These datasets fit neatly into databases, making them ideal for algorithmic processing. 
In contrast, unstructured data, such as scanned documents, images, emails and intelligence reports, 
requires more advanced processing techniques, including text mining and image recogniBon, to extract 
useful insights. 

Further expanding on this, Customs administraBons also uBlize real-Bme data, from sensors, tracking 
systems and IoT devices, alongside historical data from previous transacBons and inspecBons. These 
datasets serve as the backbone for training AI models that predict risk, opBmize logisBcs and detect 
fraud. 
  

 
28 WCO News 86. (June 2018) Panorama: “Clearance of express cargo and postal items: Korea tests new analy5cal 
tools to root out fraud” 
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Figure 6 – Structured, semi-structured and unstructured data in Customs operaCons 

 

 

8.2 Data quality and integrity 
Data quality and integrity are crucial to the effecBveness of AI/ML models. For Customs administraBons, 
ensuring that data is accurate, complete, consistent and up to date is paramount. High-quality data allows 
models to generate reliable predicBons and decisions, such as idenBfying potenBally fraudulent 
shipments or determining opBmal inspecBon schedules. 

Customs data must undergo rigorous pre-processing, including cleaning, validaBon and augmentaBon, to 
enhance data quality. This may involve error detecBon and correcBon, ensuring that data entries are free 
from inconsistencies and gaps. Data augmentaBon techniques such as cropping, scaling and contrast 
adjustment help increase the volume and diversity of training data, which is especially beneficial in 
Customs environments where variability is high. 

8.3 Data preparation 
Data preparaBon is a crucial phase for Customs administraBons embarking on AI/ML projects, especially 
given the vast amounts of data they manage. High-quality outcomes from AI/ML models rely on well-
prepared data, and Customs administraBons must invest in comprehensive data cleansing and 
preparaBon to ensure the success of their projects. The following diagram provides the steps of data 
preparaBon which involves several essenBal steps that transform raw Customs data into a form suitable 
for AI/ML analysis. 

Figure 7 – Steps of data preparaCon 

 

  

 

Structured UnstructuredSemi-structured
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text, numbers, dates) 
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currencies, units.
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comparable formats.

• Harmonizes trade-
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data into structured.

• Uses OCR to digitize 
documents.

• Prepares Customs 
documents for analysis.

• Organizes data for AI 
models.

• Tags records with 
outcome labels.

• Enables supervised 
learning for AI.

• Provides examples for 
model training.

• Identifies patterns for 
future predictions.

• Cross-references with 
external sources.

• Ensures data reliability 
and accuracy.
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inconsistencies in 
datasets.

• Verifies that data 
reflects real processes.
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Data cleansing - The first step is data cleansing, which involves idenBfying and correcBng inaccuracies, 
errors and inconsistencies in the data. Customs administraBons frequently deal with large volumes of 
historical data that may contain misclassified goods, inconsistent units of measure, missing values or 
duplicate entries. For example, variaBons in Harmonized System (HS) codes used to classify products 
over Bme may introduce discrepancies. Reconciling these inconsistencies is criBcal for ensuring 
consistent product classificaBon, a fundamental requirement for any AI/ML model that seeks to assess 
trade compliance, detect fraud or opBmize inspecBon processes. 

Data normaliza'on - Following data cleansing, data normalizaBon ensures that the informaBon from 
various sources is consistent and comparable. Customs data ohen comes from diverse systems, regions 
or departments, leading to differences in formats, measurement units and currency values. Standardizing 
dates, currency values and units of measurement, such as converBng all weights to metric tons or 
standardizing currency exchange rates, is crucial for creaBng uniform datasets. NormalizaBon enhances 
the accuracy of analysis and allows AI/ML models to process data from mulBple sources without 
introducing biases due to format variaBons. 

Data structuring - Next, as Customs administraBons handle a wide array of data types – including semi-
structured data (e.g. data in XML/JSON formats) and unstructured data (e.g. scanned documents), data 
structuring is necessary, to convert data into a structured format suitable for AI/ML analysis. Techniques 
like XML/JSON parsing can be used for semi-structured data, while OpBcal Character RecogniBon (OCR) 
can transform scanned documents into machine-readable text. 

Data labelling – This is a vital step, parBcularly for supervised ML, which requires historical records to be 
accurately labelled with predefined outcomes. In Customs operaBons, this could mean labelling historical 
data to indicate whether specific shipments were compliant or were flagged for fraud or irregulariBes. 
These labels allow AI/ML models to learn from past paierns and to make predicBons based on new data. 
For example, a risk assessment model may be trained to predict whether a parBcular shipment is likely 
to involve non-compliance based on past data labelled as “fraud detected” or “compliant”. This process is 
resource-intensive but essenBal for creaBng models that can provide valuable insights and improve 
Customs operaBons. 

Data valida'on – Lastly, data validaBon is crucial for ensuring that the data accurately reflects the 
underlying reality. Customs administraBons need to cross-reference their data with external sources, 
such as trade databases, industry reports and trusted third-party data providers, to verify the accuracy 
and reliability of that data. For instance, Customs administraBons can validate trade volumes and product 
descripBons against global trade databases or consult industry reports to ensure that the data used in 
AI/ML models is both current and credible. Data validaBon helps to avoid the risks associated with 
incorrect or outdated informaBon, which could lead to flawed predicBons or decision-making. 

AddiBonally, dataset version control is crucial for managing the lifecycle of datasets used in model 
training. Customs administraBons must be able to track and manage different versions of their datasets, 
ensuring that the most current and relevant data is used for AI/ML model development. 

Through these carefully executed steps - data cleansing, normalizaBon, structuring, labelling and 
validaBon - Customs administraBons can ensure that their AI/ML models are built on a solid foundaBon 
of high-quality data. 
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9 Scalable technical framework for AI/ML 
implementa8on/integra8on 

The “scalable technical framework” recommended in this secBon serves as a foundaBonal blueprint for 
Customs administraBons aiming to incorporate AI/ML into their operaBonal workflows. It encompasses 
essenBal aspects such as development, automaBon, data management, model training, plaborm 
architecture and infrastructure, hardware and networking requirements, ML OperaBons (MLOps) and 
data integraBon tools. It offers a flexible approach that Customs administraBons can use to set up an 
AI/ML environment that can be expanded over Bme, aligning with cost-effecBve adopBon strategies 
rather than imposing a fixed set of potenBally overwhelming or costly upfront requirements. 

These technical specificaBons support a wide range of AI/ML applicaBons and use cases and facilitate 
streamlined model development from prototyping to producBon. They also incorporate MLOps pracBces 
for systemaBc management of the enBre ML lifecycle. 

9.1 AI/ML development environment 
9.1.1 AI/ML frameworks 
AI/ML frameworks provide the foundaBonal libraries and tools for building, training and deploying ML 
models. SupporBng popular frameworks like TensorFlow, PyTorch and R ensures versaBlity, enabling the 
development of a wide range of ML tasks, from neural networks to staBsBcal models. 

TensorFlow, PyTorch and R are open-source ML frameworks. This means they are freely available and 
can be modified and distributed by anyone. This openness has contributed to their widespread adopBon 
and popularity in the ML community. They are best suited for projects ranging from basic data analysis 
to advanced deep learning applicaBons, such as Customs risk assessment, predicBve analyBcs and image 
recogniBon for cargo inspecBon. 

SpecificaBons: 
‐ support TensorFlow (v2.x+), PyTorch (v1.7+) and R (v4.x+), and compaBbility with Kubernetes for 

deployment; 
‐ pre-installed libraries for common ML tasks (e.g. scikit-learn, Keras). 

SupporBng TensorFlow and PyTorch is ohen a requirement for AI/ML plaborms as they offer the 
following features: 
‐ community and ecosystem: both frameworks have large and acBve communiBes, which means there 

are abundant resources, tutorials and support available for developers; 
‐ flexibility and versaBlity: TensorFlow and PyTorch are highly flexible and versaBle frameworks that 

can be used for a wide range of ML tasks, from simple linear regression to complex deep learning 
models; 

‐ integraBon with other tools: both frameworks integrate well with other popular ML tools and 
libraries, making it easier to build and deploy AI applicaBons. 

While TensorFlow and PyTorch are two of the most popular frameworks, there are other opBons 
available, including: 
‐ Keras: ahigh-level API that can be used on top of TensorFlow or Theano; 
‐ scikit-learn: a Python library for ML that includes a variety of algorithms and tools; 
‐ JAX: a Python library for acceleraBng ML research, combining the flexibility of NumPy with the power 

of automaBc differenBaBon. 

In addiBon to open-source frameworks, proprietary ML plaborms are also available. Examples of 
proprietary plaborms include: 
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‐ Amazon SageMaker: a fully managed plaborm from Amazon Web Services; 
‐ Azure Machine Learning: a cloud-based plaborm from Microsoh; and 
‐ Google Cloud AI Plaborm: a plaborm from Google for building and deploying AI applicaBons. 

9.1.2 Integrated development environment (IDE) 
An IDE can be valuable for wriBng, debugging and visualizing code efficiently in many AI/ML 
development scenarios. Tools like Jupyter Notebook, PyCharm or Visual Studio Code ohen provide an 
interacBve and user-friendly environment for developing AI/ML models, allowing for rapid 
experimentaBon and prototyping. These are well-suited for projects requiring iteraBve development, 
such as model prototyping, data analysis and visualizaBon in research and development semngs. IDEs 
are not always essenBal, and their necessity depends on the specific project requirements, developer 
preferences and available resources. In some cases, simpler IDE or cloud-based soluBons may be more 
appropriate, especially for quick scripts, resource-constrained environments, or when working with 
legacy systems 

SpecificaBons: 
‐ IDE: Jupyter Notebook, PyCharm Professional or Visual Studio Code with AI/ML extensions; 
‐ simpler IDE: Thonny, Geany; 
‐ cloud-Based SoluBons: Google Colab, Replit; 
‐ integraBon with version control and cloud storage for collaboraBon. 

9.1.3 Version control 

CollaboraBve AI/ML projects where mulBple team members work on codebases, such as developing and 
maintaining Customs analyBcs systems or collaboraBve research projects, require version control 
systems. This enables collaboraBve development, tracking changes in code and maintaining integrity 
across versions. IntegraBon with IDEs allows seamless code management and collaboraBon among 
mulBple developers. 

SpecificaBons: 
‐ Git support with integraBon into the IDE; 
‐ centralized repositories (e.g. GitHub, GitLab, Bitbucket) for team collaboraBon. 

9.2 Automation tools and frameworks 
9.2.1 Orchestra5on tools 
OrchestraBon tools like Apache Airflow, Prefect or Luigi automate the workflow of ML pipelines, ensuring 
efficient management of tasks such as data preprocessing, model training and evaluaBon. These are 
needed for projects that involve complex, mulB-step pipelines, such as data pipeline automaBon for 
Customs data processing or automated model retraining systems. 

SpecificaBons: 
‐ support Apache Airflow (v2.x+), Prefect or Luigi; 
‐ integraBon with cloud and on-premises data sources. 

9.2.2 Con5nuous integra5on and con5nuous deployment (CI/CD) pipelines 
AI/ML projects requiring frequent updates and deployment, such as conBnuous improvement of 
predicBve models for Customs risk management, require CI/CD tools that enable automated tesBng, 
deployment and monitoring of ML models. This ensures rapid and reliable updates of models in 
producBon environments. 

SpecificaBons: 
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‐ CI/CD integraBon with Jenkins, GitHub AcBons or GitLab CI; 
‐ automated tesBng frameworks (e.g. pytest, TensorFlow Model Analysis); 
‐ pre-built templates and configuraBons. 

9.2.3 Template library 
Projects aiming to accelerate AI/ML development for tasks like trade data analysis or document 
classificaBon can benefit significantly from pre-built templates - which are essenBally a library of reusable 
code for common AI/ML tasks, which help to reduce development Bme. These templates can cover data 
preprocessing, feature engineering, model training and evaluaBon. 

SpecificaBons: 
‐ cover a wide range of AI/ML tasks, including classificaBon (e.g. document classificaBon), 

regression (e.g. trade data analysis), natural language processing, computer vision, Bme series 
analysis; 

‐ provide for IDE IntegraBon; 
‐ enable quick customizaBon and adaptaBon of templates to specific project requirements 
‐ repository of templates for various tasks (e.g. data preprocessing, model training). 

9.2.4 Configura5on management 
ConfiguraBon management ensures the automated provisioning, 29  monitoring and management of 
infrastructure resources, maintaining consistency, reliability and scalability across different environments. 
It enables uniform deployment environments, such as deploying AI/ML models across mulBple Customs 
offices. Customs administraBons can efficiently manage infrastructure changes, reduce deployment 
errors and maintain compliance with regulatory requirements. 

SpecificaBons: 
‐ support for leading configuraBon management tools and industry-standard tools for automated 

deployment and infrastructure management; 
‐ pre-configured scripts for semng up AI/ML models, APIs, databases and networking in both 

development and producBon environments; 
‐ supports hybrid deployments/integraBon with cloud plaborms and on-premises infrastructure 
‐ compaBbility with tools like Prometheus, Grafana and ELK Stack for tracking infrastructure 

performance and security compliance; 
‐ support for containerized environments: enables Docker and Kubernetes orchestraBon for 

scalable and efficient AI model deployment; 
‐ self-healing mechanisms: implements automated recovery from failures, ensuring high 

availability of criBcal AI-driven Customs applicaBons. 

9.3 Data management and governance 
9.3.1 Data lake 

Projects involving large-scale data analyBcs, such as predicBve modelling for trade volumes or fraud 
detecBon in Customs operaBons, require a data lake that serves as a centralized repository for storing 
and managing diverse data sources, facilitaBng seamless access and integraBon of structured and 
unstructured data, crucial for comprehensive ML models. 

SpecificaBons: 
‐ scalable data lake infrastructure (e.g. Hadoop, AWS S3 Data Lake); 

 
29 Automated provisioning is the self-configuring of infrastructure and resources programma5cally. 
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‐ support for diverse data types (e.g. JSON, Parquet, CSV). 

9.3.2 Data governance framework 
Projects handling sensiBve data, such as personal informaBon in Customs declaraBons or trade 
compliance data, necessitate a data governance framework ensuring data security, privacy and 
compliance with regulaBons. It includes policies and processes to manage data integrity throughout the 
AI/ML lifecycle. 

SpecificaBons: 
‐ data governance tools (e.g. Apache Atlas, Collibra); 
‐ compliance with relevant data privacy regulaBons. 

9.3.3 Data quality tools 

Projects requiring high-quality data input, such as anomaly detecBon systems and ML models for 
Customs valuaBon, require data quality tools which provide funcBonaliBes for cleaning, validaBon and 
standardizaBon of data to maintain high data integrity and accuracy, which is criBcal for reliable AI/ML 
model performance. 

SpecificaBons: 
‐ data quality tools (e.g. Talend, InformaBca); 
‐ automated data validaBon and cleansing processes. 

9.4 Model development and training 
9.4.1 Experimenta5on tools 

InteracBve tools facilitate experimentaBon, rapid prototyping and iteraBve model development, allowing 
data scienBsts to explore different models and parameters quickly. These are best suited for research 
and development projects, such as developing new algorithms for Customs fraud detecBon or opBmizing 
exisBng models for beier performance. 

SpecificaBons: 
‐ Jupyter Notebook (v6.x+), RStudio Server; 
‐ support for GPU acceleraBon in notebooks. 

9.4.2 Hyperparameter tuning 
Projects requiring model opBmizaBon, such as improving the accuracy of predicBve models for Customs 
revenue esBmaBon, also require automated hyperparameter tuning techniques to help enhance model 
performance by efficiently finding the best parameters for ML algorithms. 

SpecificaBons: 
‐ hyperparameter tuning libraries (e.g. Optuna, Hyperopt, Scikit-learn’s GridSearchCV); 
‐ integraBon with distributed training frameworks. 

9.4.3 Distributed training 
Projects involving large-scale datasets, such as image recogniBon for Customs inspecBons or natural 
language processing for document analysis, need to use distributed training frameworks which enable 
scaling of model training across mulBple GPUs or clusters, significantly reducing training Bme for large 
datasets. 

SpecificaBons: 
‐ support for Horovod, TensorFlow’s distributed strategy; 
‐ mulB-GPU and mulB-node training capabiliBes. 
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9.5 Platform architecture and infrastructure 
9.5.1 Deployment op5ons 
Each deployment opBon has its ideal use case depending on the nature of the AI/ML project. On-
premises deployment is best for projects requiring stringent control over sensiBve data. Cloud 
deployment is suited for large-scale data analysis and projects needing flexible scaling. A hybrid cloud 
architecture offers a balance, combining on-premises control with cloud scalability, making it suitable for 
complex projects like real-Bme anomaly detecBon. UBlizing government cloud plaborms is crucial when 
compliance with government security and data sovereignty regulaBons is necessary. 

9.5.2 On-premises deployment 

On-premises deployment involves semng up and managing all compuBng resources, storage and 
sohware within the organizaBon’s data centres. This opBon provides full control over hardware, data and 
security measures, which is crucial for projects that involve highly sensiBve data or strict regulatory 
compliance. 

On-premises deployment is best suited for AI/ML projects that involve processing sensiBve Customs 
data, such as fraud detecBon, threat assessment and sensiBve document processing, where data 
sovereignty and compliance with strict security regulaBons are paramount. 

SpecificaBons: 
‐ dedicated data centre with high-performance servers (minimum 16-core CPUs, 256 GB RAM, 

mulB-GPU support); 
‐ local and network storage soluBons (e.g. 2 TB NVMe SSDs, 10 TB NAS); 
‐ high-speed networking (e.g. Infiniband, 10/40/100 Gbps Ethernet); 
‐ robust security infrastructure (e.g. firewalls, VPNs, IAM). 

9.5.3 Cloud deployment 

Cloud deployment uses services provided by external cloud plaborms like AWS, Azure or Google Cloud 
Plaborm (GCP). This opBon offers scalability and flexibility, allowing the organizaBon to quickly adjust 
compuBng resources based on demand. It is ideal for projects that require large-scale data processing, 
rapid experimentaBon or collaboraBon across mulBple locaBons. 

Cloud deployment is best suited for AI/ML projects that involve large-scale data analysis, such as 
predicBve analyBcs or ML model training on large datasets. Cloud deployment is parBcularly beneficial 
for projects requiring flexibility in scaling resources or those involving non-sensiBve data. 

SpecificaBons: 
‐ cloud instances (e.g. AWS EC2, Azure VMs) with CPU-opBmized (c5.4xlarge) and GPU-opBmized 

(p3.8xlarge, p4d.24xlarge) opBons; 
‐ scalable cloud storage (e.g. Amazon S3, Azure Blob Storage) starBng at 10 TB; 
‐ advanced networking (minimum 1 Gbps); 
‐ cloud-naBve security services, including encrypBon, VPNs and IAM. 

9.5.4 Hybrid cloud architecture 
A hybrid cloud architecture combines on-premises infrastructure with cloud services, offering the 
flexibility to run workloads both locally and in the cloud. This approach allows seamless data integraBon 
and workload migraBon, balancing control, security and scalability. 

Hybrid cloud architecture is best suited for AI/ML projects that require a balance between maintaining 
control over sensiBve data and leveraging cloud resources for scalable processing. This is ideal for 
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Customs administraBons working on projects like real-Bme anomaly detecBon, where sensiBve data is 
processed locally, but large-scale model training and data analyBcs can benefit from cloud resources. 

SpecificaBons: 
‐ secure, high-speed connecBon between on-premises and cloud environments (e.g. VPN, Direct 

Connect); 
‐ local data centres for sensiBve data and cloud resources for scalable processing; 
‐ unified management system for integrated workload orchestraBon. 

9.5.5 Containeriza5on 

ContainerizaBon involves packaging AI/ML models/applicaBons and their dependencies into a 
“container”. This approach ensures consistency across different environments and seamless transiBons 
between development, tesBng and deployment, which in turn assists with the rapid deployment of AI/ML 
projects, enabling faster iteraBon and tesBng of models. 

SpecificaBons: 
‐ use Docker or similar plaborms for packaging AI/ML applicaBons; 
‐ ensure compaBbility across on-premises and cloud environments; 
‐ streamlined deployment and portability of containers. 

9.5.6 Container orchestra5on - Kubernetes cluster 
Container orchestraBon, which is the automated process of deploying, scaling and managing 
containerized applicaBons, plays a significant role in deploying AI applicaBons across various 
environments, including on-premises, cloud, hybrid and government cloud setups. OrchestraBon 
manages and coordinates the various components of an applicaBon. This approach allows organizaBons 
the flexibility to select the most suitable deployment opBon based on their specific scalability, security 
and resource opBmizaBon needs. 

Customs operaBons which incur significant workloads, involving complex workflows and large-scale data 
ingesBon, such as declaraBon processing, HS classificaBon, valuaBon and risk assessment, etc., would 
benefit from efficient orchestraBon. 

Kubernetes is a widely used open-source plaborm for container orchestraBon. It provides for efficient 
orchestraBon of AI/ML workloads in on-premises, cloud or hybrid environments, enabling high 
availability and resource opBmizaBon. Using Kubernetes clusters with GPU support enables parallel 
processing and opBmizes resource usage for AI/ML tasks, ensuring efficient model deployment and 
scaling. It is best suited for AI/ML projects that require frequent deployment, scaling and management 
of complex, containerized workloads, such as deploying and maintaining ML models for Customs 
inspecBon automaBon and real-Bme decision-making systems. 

SpecificaBons: 
‐ Kubernetes cluster with GPU support (at least 4 GPUs per node); 
‐ orchestraBon tools (e.g. Apache Airflow, Argo) for workflow management; 
‐ auto-scaling configuraBon for dynamic resource management; 
‐ integraBon with tools like Helm for streamlined deployment and load balancers (e.g. HAProxy, 

NGINX) for traffic distribuBon. 

9.5.7 Load balancers 
Load balancers play a crucial role in Customs operaBons, for instance in distribuBng incoming advance 
cargo informaBon and the house and master manifests and declaraBons, procedures which require 
AI/ML-driven processing across AI-powered engines, prevenBng any single server becoming 
overwhelmed and causing boilenecks. By implemenBng load balancers, Customs administraBons can 
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ensure these criBcal operaBons, requiring high availability and fault tolerance, remain efficient and 
reliable, capable of handling large volumes of data and requests, even during peak periods or unexpected 
surges in trade acBvity. 

SpecificaBons: 
‐ sohware load balancers (e.g. HAProxy, NGINX) or cloud-naBve services (e.g. AWS ElasBc Load 

Balancing); 
‐ configuraBon for automaBc traffic distribuBon to maintain service conBnuity. 

9.5.8 Security 

Security is paramount for all Customs systems, parBcularly when incorporaBng AI/ML technologies. The 
use of AI/ML in Customs operaBons introduces new complexiBes and potenBal vulnerabiliBes that 
require robust security measures. Added mulB-layered security measures are necessary to protect 
sensiBve data and ensure the integrity of AI systems. 

SpecificaBons: 
‐ firewalls, VPNs and IAM for secure access; 
‐ data encrypBon (in transit and at rest); 
‐ compliance with security standards like ISO 27001 and GDPR; 
‐ intrusion detecBon systems for real-Bme threat monitoring. 

9.6 Compute resources requirements 
When starBng AI/ML projects, a well-balanced setup should support basic model training, inference30 
and experimentaBon at an affordable cost. 

9.6.1 Central processing units (CPUs) 

Central processing units (CPUs) are the backbone of AI/ML workloads, handling core processing tasks. 
High-performance CPUs provide the necessary computaBonal power for complex These instances 
provide scalable, cost-effecBve processing power for operaBons such as data preprocessing and model 
inference, and tradiBonal ML algorithm and model training. 

SpecificaBons: 
‐ processor type: mulB-core x86 or ARM-based CPUs opBmized for compute-intensive tasks; 
‐ core count: Typically, 2 to 8 virtual CPUs for basic workloads, with opBons to scale up for more 

demanding applicaBons. 

AddiBonal features: 
‐ hyper-threading/simultaneous mulBthreading (SMT): enables beier performance for mulB-

threaded workloads, common in AI/ML tasks; 
‐ cache size: preferably large L3 cache (e.g. 30 MB or higher) to accelerate data access during 

processing; 
‐ support for Advanced Vector Extensions (AVX) for vector processing, which is beneficial for ML 

computaBons. 

9.6.2 Memory 
Random Access Memory (RAM) is crucial for temporary data storage during processing. A high-capacity 
RAM setup, such as 256 GB DDR4 or DDR5 ECC (Error-CorrecBng Code) memory, supports large-scale 
data processing and intensive model training without performance boilenecks. 

 
30 Inference in AI/ML is the process of using a trained model to make predic5ons or decisions on new data, applying 
learned paaerns without retraining the model. 
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SpecificaBons: 
‐ capacity: minimum of 256 GB RAM (Random Access Memory); 
‐ type: DDR4 or DDR5; 
‐ ECC (Error-CorrecBng Code): ECC memory is recommended to detect and correct data 

corrupBon, ensuring higher reliability and stability for criBcal AI/ML workloads; 
‐ speed: for DDR4: Typically, 2933 MHz or higher/For DDR5: Typically, 4800 MHz or higher; 
‐ scalability: ensure the server motherboard supports memory expansion (e.g. up to 512 GB or 

more) to accommodate future scaling needs for more demanding workloads. 

9.6.3 Graphics Processing Units (GPUs) 

GPUs enable opBmized parallel processing, making them essenBal for ML and AI tasks. For an iniBal 
AI/ML project, selecBng a cost-effecBve yet capable GPU is crucial to ensure smooth model 
development, training and inference without unnecessary expenses. A well-balanced GPU should 
provide sufficient compuBng power, memory bandwidth and efficiency for handling entry-level deep 
learning, computer vision and NLP tasks. For a beginner-friendly AI/ML setup, a GPU with at least 8GB 
of VRAM and 3,500+ CUDA cores is recommended for a balance of affordability and performance while 
supporBng training, experimentaBon and inference. As workloads grow, higher-end GPUs can be 
considered for scaling AI capabiliBes. 

SpecificaBons: 
‐ CUDA cores/Tensor cores31: At least 3,500+ CUDA cores for efficient parallel compuBng. Tensor 

cores (if available) enhance deep learning acceleraBon; 
‐ VRAM (GPU memory): 8GB to 12GB to handle moderate batch sizes and model parameters 

efficiently; 
‐ compute capability: 7.5 or higher for opBmal compaBbility with modern AI/ML frameworks; 
‐ memory bandwidth: At least 300 GB/s for handling large dataset transfers and tensor 

computaBons. 

9.6.4 Memory and storage 
For an iniBal AI/ML project, selecBng the right memory (RAM) and storage ensures smooth data 
processing, model training and experimentaBon without boilenecks. Non-VolaBle Memory Express 
Solid-State Drives (NVMe SSDs) provide high-speed read/write operaBons, which are crucial for tasks 
requiring rapid data access, such as model training and experimentaBon. They ensure quick access to 
large volumes of data, reducing training delays. 

SpecificaBons: 
‐ memory (RAM) - 16GB RAM (minimum), 32GB recommended for handling larger datasets; 
‐ storage - 1TB NVMe SSD (minimum), recommended for faster data access and model storage. 

9.6.5 Network A`ached Storage (NAS)/Network File System (NFS) 
AI/ML projects in Customs ohen involve large datasets and require high-speed access for efficient model 
training and inference. A Network Aiached Storage (NAS) or Network File System (NFS) provides 
centralized, scalable storage that is accessible over a network. To support basic AI/ML workloads, a 
minimum NAS/NFS setup should support concurrent read/write operaBons across mulBple nodes, 
ensuring seamless data sharing for AI/ML tasks. 

SpecificaBons:  
‐ minimum 10TB scalable storage to accommodate datasets, model checkpoints and logs; 

 
31 CUDA cores are parallel processors in GPUs that accelerate general compu5ng tasks, while Tensor cores specialise 
in matrix opera5ons, boos5ng deep learning performance for AI/ML models. 
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‐ Network File System (NFS) v3 or v4 support to enable high-performance read/write operaBons; 
‐ sequenBal read/write speed: at least 500MB/s to avoid boilenecks in model training; 
‐ expandable storage: supports addiBonal drives or cloud integraBon for future scaling. 

9.6.6 Cloud storage 
There are two primary types of cloud storage soluBons, each suited for different use cases: cloud object 
storage and cloud block storage. 

Cloud object storage is an opBmal soluBon for storing large, unstructured datasets, including images, 
videos, logs and AI/ML model arBfacts. Accessed via APIs, it is specifically designed for scalability, 
durability and cost-effecBveness, making it suitable for managing diverse data types and large-scale 
storage requirements. With high durability and availability, it ensures data integrity and accessibility at 
scale. Common usage includes storing training datasets, model checkpoints, logs and other unstructured 
data, making it parBcularly well-suited for batch processing and offline training workflows. 

SpecificaBons:  
‐ starBng at a base capacity of 10 TB, cloud object storage offers virtually unlimited scalability, 

enabling seamless accommodaBon of growing data volumes. 

Cloud block storage, in contrast, provides high-performance, low-latency storage tailored for structured 
data. It is directly aiached to virtual machines (VMs) as virtual hard drives, offering fast and frequent 
data access essenBal for applicaBons such as databases, real-Bme analyBcs and transacBonal systems. 
Designed for speed and efficiency, it supports random read/write operaBons and can be scaled or 
adjusted to meet performance demands. 

SpecificaBons: 
‐ with a starBng capacity of 2 TB per instance, cloud block storage is ideal for latency-sensiBve 

workloads where even minimal delays can impact performance, such as real-Bme AI inference 
or database transacBons. 

The choice between object and block storage depends on the specific requirements of the AI/ML project, 
including data types, performance needs and access paierns. 

9.7 Networking 
9.7.1 Network bandwidth 
Sufficient network bandwidth is criBcal for fast data access, remote collaboraBon and model deployment, 
parBcularly in cloud-based or distributed AI/ML environments. A well-opBmised infrastructure reduces 
latency, boilenecks and performance degradaBon, especially for data-intensive applicaBons such as 
deep learning, real-Bme analyBcs and large-scale model training. 

SpecificaBons:  
‐ high-speed interconnects like Infiniband or 10/40/100 Gbps Ethernet for fast data transfer 

between servers and storage systems, and distributed training and real-Bme inference; 
‐ minimum requirement: 1 Gbps network bandwidth to support data transfers, remote 

development environments and cloud-based processing; 
‐ low latency: ensures smooth interacBon with remote AI/ML infrastructure, including data lakes, 

storage soluBons and edge compuBng devices; 
‐ scalability: the infrastructure should support higher bandwidth (e.g. 10 Gbps or more) as AI/ML 

workloads scale, parBcularly for real-Bme inference and large-scale data ingesBon. 
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9.7.2 Cloud compute resources 
The preceding secBon provides the minimum specificaBons for on-premises compute resources, which 
refers to locally hosted hardware and storage within a Customs administraBon’s data centre. This setup 
ensures full control over data, security and compute resources but requires higher upfront costs and 
maintenance. 

The alternaBve is cloud compute resources which cater for on-demand compuBng power, storage and 
services. The choice between on-premises and cloud-based infrastructure depends on cost, scalability, 
data security and operaBonal requirements. 

Customs administraBons can start with scalable cloud compute for AI/ML projects, to minimize upfront 
costs. Cloud compute instances are virtual machines (VMs) hosted in cloud plaborms (AWS, Azure, 
Google Cloud), offering CPU/GPU configuraBons for flexible and scalable compuBng power for varying 
AI/ML workloads. 

SpecificaBons: 
‐ CPU instances: 8 vCPUs, 32GB RAM; 
‐ GPU instances: 4 x NVIDIA V100 GPUs, 64GB GPU memory; 
‐ storage: cloud-based SSD storage; 
‐ networking: high-speed 10GbE+ cloud interconnects for large dataset handling; 
‐ auto-scaling: dynamically adjusts the number of compute instances based on workload demands, 

ensuring opBmal resource uBlizaBon and cost efficiency; 
‐ auto-scaling groups to manage instance counts based on demand. 

For Customs administraBons, a hybrid approach is ohen ideal - starBng with on-premises compute 
resources for security-sensiBve workloads while leveraging cloud AI/ML services for scalable processing 
and deep learning tasks. This ensures opBmal performance, compliance and cost-efficiency, enabling 
Customs administraBons to develop and deploy AI/ML capabiliBes effecBvely. 

9.8 Machine Learning Operations (MLOps) 
Machine Learning Opera'ons (MLOps) refers to the set of pracBces and tools that enable organizaBons 
to build, deploy and maintain ML models in a producBon environment. MLOps bridges the gap between 
data scienBsts and IT operaBons teams, ensuring that AI models are developed, deployed and managed 
efficiently and effecBvely. 

9.8.1 Building MLOps capability in a Customs administra5on 

To effecBvely implement AI/ML iniBaBves, a Customs administraBon must not only build the technical 
infrastructure but also establish robust MLOps capabiliBes. MLOps (Machine Learning OperaBons) is a 
crucial pracBce that bridges the gap between data science and IT operaBons, ensuring that ML models 
can be developed, deployed and managed at scale. This capability ensures that AI/ML models are not 
only developed and deployed efficiently but also managed, monitored and governed throughout their 
lifecycle. MLOps brings operaBonal excellence, scalability and compliance to AI/ML iniBaBves, enabling 
the Customs administraBon to harness the full potenBal of AI/ML technologies while maintaining the 
highest standards of accuracy, reliability and ethical responsibility. 

By implemenBng MLOps pracBces, organizaBons can: 
‐ accelerate AI development and deployment: MLOps streamlines the process of building, tesBng 

and deploying AI models, reducing Bme-to-market; 
‐ improve model performance: MLOps ensures that models are conBnuously monitored and 

maintained, opBmizing their performance over Bme; 
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‐ enhance reproducibility: MLOps helps establish reproducible workflows, making it easier to 
replicate and scale AI experiments; 

‐ reduce risks: MLOps helps miBgate risks associated with AI projects, such as data quality issues, 
model bias and security vulnerabiliBes. 

9.8.2 Steps to build MLOps capability 
Developing a robust MLOps capability requires a structured approach to streamline ML model 
development, deployment, monitoring and governance. The following steps outline key aspects of 
building a scalable and sustainable MLOps pracBce: 

a. Establish a centralized development environment 
A structured development environment ensures efficient collaboraBon, experimentaBon and version 
control. 

‐ Deploy an AI/ML development environment with essenBal tools, including IDEs, version control 
systems and ML frameworks. 

‐ Integrate experiment tracking tools for managing model performance and hyperparameter 
tuning. 

‐ Implement access control policies to manage security in shared workspaces. 

b. Automate ML pipelines 
AutomaBon improves consistency and accelerates the ML lifecycle. 

‐ Implement conBnuous integraBon/conBnuous deployment (CI/CD) pipelines for seamless model 
updates and retraining. 

‐ Automate key processes such as data preprocessing, model training, evaluaBon and deployment. 
‐ Integrate automated tesBng and validaBon to ensure reliability before deployment. 

c. Develop reusable pipelines and templates 
Reusable assets enhance efficiency and standardizaBon. 

• Create pre-built ML pipeline templates for common tasks like data transformaBon, training and 
inference. 

• Implement infrastructure-as-code (IaC) to ensure consistent deployment environments. 
• Develop standardized APIs for model inference and system integraBon. 

d. Implement robust data management and governance 
EffecBve data governance ensures data quality, security and compliance. 

• Establish a centralized data repository to manage structured and unstructured data. 
• Implement data versioning to track dataset changes and ensure reproducibility. 
• Enforce data validaBon and regulatory compliance to align with privacy laws. 

e. Enable Scalable Model Training and Experimenta'on 
Scalable training infrastructure opBmizes model performance. 

• UBlise cloud-based or on-premises compute resources for accelerated model training. 
• Automate hyperparameter tuning to enhance efficiency. 
• Enable parallel experimentaBon to opBmize model selecBon. 

f. Streamline model deployment and serving 
Efficient deployment ensures scalability and reliability. 

• Use containerizaBon and orchestraBon for flexible deployment. 
• Implement model serving plaborms for opBmized inference. 
• Conduct A/B tesBng and shadow deployments to validate new models. 

g. Monitor and maintain models in produc'on 
ConBnuous monitoring ensures performance and fairness over Bme. 
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• Deploy model monitoring tools to track accuracy, latency and drih. 
• Implement drih detecBon and automated retraining to maintain accuracy. 
• UBlise Explainable AI32 frameworks for transparency in decision-making. 

9.9 Data integration tools for integrating AI/ML 
To integrate AI/ML soluBons with exisBng systems such as Customs management systems, Single 
Window plaborms, Electronic Cargo Tracking, ERP and HR systems, a Customs administraBon requires 
robust data integraBon tools to facilitate seamless data flow and interoperability between various 
systems, ensuring that AI/ML models can access, process and deliver acBonable insights in real Bme. 
These integraBon tools support various data formats, protocols and real-Bme processing requirements, 
providing the necessary infrastructure to enable AI/ML models to leverage data across the Customs 
ecosystem for enhanced decision-making, automaBon and operaBonal efficiency. The proposed technical 
specificaBons for data integraBon tools are set out below. 

9.9.1 Apache Spark 

Apache Spark is a powerful open-source unified analyBcs engine designed for large-scale data 
processing. It supports various data integraBon tasks, including ETL (Extract, Transform, Load), real-Bme 
stream processing and advanced analyBcs, making it an excellent choice for integraBng AI/ML models 
with diverse Customs systems. It is best suited for high-volume, low-latency data integraBon tasks such 
as processing large datasets from Customs Management Systems, Single Window plaborms, Electronic 
Cargo Tracking systems, real-Bme Customs risk analysis and predicBve analyBcs. 

SpecificaBons: 
‐ cluster configuraBon: minimum of 4-node cluster with 16-core CPUs, 64 GB RAM per node; 
‐ storage integraBon: integraBon with HDFS, S3, Azure Blob Storage, or local file systems for data 

storage and retrieval; 
‐ data processing frameworks: support for Spark SQL, Spark Streaming, MLlib (for ML integraBon) 

and GraphX (for graph processing); 
‐ security and compliance: integraBon with Kerberos, end-to-end encrypBon (SSL/TLS), and 

access control mechanisms to ensure data privacy and security compliance; 
‐ connector support: pre-built connectors for databases, big data stores and messaging systems; 
‐ real-Bme processing: support for stream processing with low latency, enabling real-Bme 

integraBon with systems like Electronic Cargo Tracking and Customs monitoring plaborms. 

9.9.2 Apache NiFi 
Apache NiFi (previously Apache Niagara Files) is an open-source data integraBon tool designed for 
automaBng the movement, transformaBon and management of data between systems. It offers a user-
friendly interface for designing data flows and supports real-Bme data integraBon, making it ideal for 
integraBng AI/ML models with various Customs systems. This tool is best suited for real-Bme and batch 
data integraBon tasks, including data ingesBon from Customs management systems, Single Window 
plaborms and external data sources. 

SpecificaBons: 
‐ deployment: minimum 4-core CPU, 16 GB RAM per node for small to medium-scale 

deployments; scalable to mulB-node clusters for high-throughput requirements; 

 
32  Explainable AI (or XAI) refers to techniques that make AI model decisions transparent, interpretable and 
understandable, helping users trust, audit and comply with regulatory requirements by explaining model predic5ons 
and behaviour. 



 

53 

 

‐ data flow design: visual interface for designing data flows with support for complex rouBng, 
filtering and transformaBon tasks; 

‐ protocol and format support: integraBon with diverse data protocols (e.g. HTTP, FTP, MQTT) and 
formats (e.g. JSON, XML, CSV) to handle data from various Customs and trade systems; 

‐ security: end-to-end encrypBon (SSL/TLS) for data in transit, role-based access control and 
integraBon with LDAP or Kerberos for secure authenBcaBon; 

‐ scalability: support for clustering and load balancing to manage large data volumes and ensure 
high availability; 

‐ real-Bme processing: capable of real-Bme data ingesBon and processing, making it suitable for 
applicaBons like real-Bme cargo tracking and Customs clearance monitoring. 

9.10  Data integration with specific systems 
9.10.1 Customs management systems and Single Window placorms 

IntegraBng AI/ML models with Customs Management Systems (CMS) and Single Window plaborms 
involves real-Bme data exchange to facilitate risk analysis, trade compliance and automated decision-
making. 

SpecificaBons: 
‐ connector support: support for integraBon with CMS and Single Window APIs (e.g. RESTful APIs, 

SOAP) for direct data exchange; 
‐ ETL capabiliBes: ETL processes to extract data from Customs declaraBons, cargo manifests and 

other trade documents, transform it for AI/ML model input and load results back into the CMS; 
‐ data transformaBon: ability to handle various data formats (e.g. UN/EDIFACT, XML, JSON) used 

in Customs transacBons; 
‐ high availability: clustering and failover support to ensure uninterrupted data integraBon with 

mission-criBcal Customs systems. 

9.10.2 Electronic Cargo Tracking Systems (ECTS) 
Electronic Cargo Tracking Systems (ECTS) provide real-Bme tracking and monitoring of cargo movement. 
IntegraBng these systems with AI/ML models requires handling high-velocity data streams for tasks like 
predicBve analyBcs and anomaly detecBon. 

SpecificaBons: 
‐ streaming data support: integraBon with real-Bme data streams (e.g. Apache Kava, MQTT) for 

conBnuous data ingesBon from cargo tracking devices; 
‐ low-latency processing: real-Bme processing capabiliBes with latency under 1 second for Bme-

sensiBve tasks like route opBmizaBon and anomaly detecBon; 
‐ data aggregaBon and enrichment: ability to aggregate and enrich tracking data with other 

sources, such as weather informaBon and historical trade data, to enhance AI/ML model 
accuracy. 

9.10.3 Enterprise Resource Planning (ERP) and Human Resources (HR) 
ERP and HR Systems contain valuable data related to internal processes, staff allocaBon and resource 
management, which can be integrated with AI/ML models for operaBonal opBmizaBon. 

SpecificaBons: 
‐ connector integraBon: pre-built connectors for common ERP and HR systems (e.g. SAP, Oracle, 

Workday) to facilitate data extracBon and integraBon; 
‐ data privacy: secure handling of sensiBve informaBon such as employee records and financial 

data, including encrypBon, access control and compliance with data privacy regulaBons; 
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‐ scheduled data sync: support for periodic data synchronizaBon (e.g. daily, weekly) to update 
AI/ML models with the latest operaBonal and HR data for tasks like workforce opBmizaBon and 
resource allocaBon; 

‐ tesBng and fairness tesBng tools: AI models test tools e.g. MLflow, AI Verify, AI Fairness 360 or 
Fairlearn for assessing fairness, bias, trustworthiness and ensuring compliance with key ethical 
standards; 

‐ security and compliance: cybersecurity measures, data encrypBon, access control and 
compliance with data protecBon regula(ons. 

9.10.4 Security and compliance 

Data integraBon tools must ensure secure data exchange between systems, especially when dealing with 
sensiBve Customs, trade and personnel data. Compliance with data privacy regulaBons and Customs 
data exchange standards is crucial. 

SpecificaBons: 
‐ data encrypBon: end-to-end encrypBon (SSL/TLS) for data in transit and at rest; 
‐ access control: role-based access control (RBAC) and integraBon with exisBng authenBcaBon 

systems (e.g. LDAP, Kerberos); 
‐ audit and logging: comprehensive logging and audiBng capabiliBes to track data access, 

transformaBons and transfers for compliance purposes. 
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10 Costs 
The indicaBve esBmated cost ranges presented in this secBon are derived using a combinaBon of market 
research, industry benchmarks33 and contextual insights, as well as consultaBons with various industry 
players34. 

These esBmates are based on current open literature. However, they are not to be construed as precise 
or actual financial costs, as these will vary when factoring in the unique operaBonal needs, exisBng 
infrastructure and strategic objecBves of the Customs administraBon. In addiBon, sohware licensing fees, 
support contracts and integraBon costs can vary significantly based on vendor pricing changes, market 
demand and negoBaBon outcomes. Costs may differ based on the geographic locaBon of the Customs 
administraBon, including regional pricing variaBons, availability of local vendors and differences in labour 
costs. The size and scale of the Customs administraBon, including the number of users, complexity of 
operaBons and extent of required integraBons, can lead to variaBons in actual expenses. 

The indicaBve esBmated cost ranges are intended solely for informaBonal and planning purposes. 

10.1 AI/ML frameworks 
FoundaBonal AI/ML frameworks like TensorFlow, PyTorch and R are open source and freely available. 
However, effecBve implementaBon requires investment in infrastructure, skilled personnel and ongoing 
operaBonal support, as well as integraBon with Customs-specific systems. Nonetheless , there may be 
addiBonal costs associated with the use of these open-source frameworks, such as licensing fees and 
maintenance/support for databases and visualizaBon tools and specialized libraries for tasks like image 
recogniBon in cargo inspecBon or anomaly detecBon in trade data. 

The esBmates cost range are indicated in the following table. 

Table 3 - Cost range for AI/ML frameworks 

Cost category Descrip5on Indica5ve es5mated cost range 
Soiware and 
tools 

Open-source frameworks (free),35 proprietary extensions, 
enterprise support licences 

Open source (community edi5on) – 
free 
Enterprise level -USD 10,000 - 
USD 100,000 annually 

Licensing and 
compliance 

Licensing for addi5onal soiware USD 10,000 – USD 100,000 
annually 

 

10.2 Integrated development environment (IDE) 
As discussed in secBon 10 of this report, an IDE is crucial for wriBng, debugging and visualizing code 
efficiently. Tools like PyCharm require annual licences per user, while others such as Visual Studio Code 
and Jupyter Notebook are open-source and free; however, enterprise versions or cloud-based services 
may have associated fees. The esBmated cost ranges are indicated in the following table. 

 
33 Market research references and sources such as: IDC. “Worldwide AI and Genera5ve AI Spending Guide”; Run.ai. 
“AI cost es5ma5on: Understanding the financial implica5ons”; ProjStream. “The future of cost es5ma5ng: Embracing 
AI and machine learning.” and PhoenixNAP. “HPC server price: Understanding the cost of high-performance 
compu5ng”. 
34 Industry consulta5ons include Deloiae, Google, Huawei, Nuctech. 
35 Open-source/community versions are typically free but may incur indirect costs for deployment, maintenance and 
support. Enterprise-level costs can vary widely based on factors such as the scale of deployment, number of users 
and level of support required. 
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Table 4 - Cost range for Integrated Development Environment (IDE) 

Cost category Descrip5on Indica5ve Es5mated Cost Range 

Soiware 
licensing  

Open-source licences - Visual Studio Code, Jupyter 
Notebook  

Open source (community edi5on) – 
free 

Enterprise level (cloud-based) - Jupyter Enterprise Gateway, 
Google Colab Pro 

USD 10 - USD 50 per user/month 

Enterprise level (licensed) - PyCharm Professional, IntelliJ 
IDEA Ul5mate  

USD 200 - USD 700 per user/year 

10.3 Version control 
Version control systems are essenBal for collaboraBve AI/ML projects. The costs involved are for 
proprietary version control systems or subscripBon fees for GitHub Enterprise, GitLab Premium, etc. 

Table 5 - Cost range for version control  

Cost category Descrip5on Indica5ve es5mated cost Range 
Free/open source Tools such as Git, GitLab Community Edi5on and Bitbucket 

Cloud (free 5er) provide essen5al version control 
func5onality with no licensing fees. 

Open source (community edi5on) 
– free 

SaaS/cloud 
enterprise 

Hosted enterprise solu5ons (e.g. GitHub Enterprise Cloud, 
GitLab Premium, Bitbucket Premium) that offer advanced 
collabora5on, security and support features. 

USD 10 – USD 30 per user per 
month 

Self-hosted 
enterprise 

Enterprise-grade self-hosted solu5ons (e.g. GitHub 
Enterprise Server, GitLab Self-Managed) which may require 
annual licensing fees, infrastructure and maintenance costs. 

USD 3,000 – USD 10,000 annually  

10.4 Automation, data management and governance 
AutomaBon Tools along with Data Management and Governance Frameworks are crucial to enhance 
operaBonal efficiency, ensure data integrity and maintain compliance with regulatory standards. The 
esBmated costs include sohware licensing for proprietary soluBons, tools and template library. 

Table 6 - Cost range for automaCon, data management and governance tools and framework 

Component Descrip5on Indica5ve es5mated cost range 
Orchestra5on 
tools 

Tools like Apache Airflow, Prefect or Luigi. Open source (community edi5on) – 
free  
Enterprise level -USD 10,000 - 
USD 100,000 annually 

CI/CD pipelines Open source - Jenkins, GitLab CI/CD, Travis CI 
Enterprise level - GitLab Enterprise, CircleCI, Azure 
DevOps  

Open source (community edi5on) – 
free  
Enterprise level - USD 20 - USD 
200 per user/month 

Template library Open source - scikit-learn, TensorFlow, PyTorch free 
Enterprise level - IBM Watson, Google Cloud AI, Azure 
Machine Learning) 

Open source (community edi5on) – 
free  
Enterprise level - USD 1,000 - USD 
10,000+ per month 

Configura5on 
management 

Open source - Ansible, Terraform, Chef  
Enterprise level - Ansible Tower (Red Hat), Terraform 
Enterprise, Chef Enterprise 

Open source (community edi5on) – 
free  
Enterprise level - USD 5,000 - USD 
50,000+ per year 

Data lake tools Open source - Apache Hadoop, Apache Spark  
Enterprise level - Amazon S3, Azure Data Lake Storage, 
Google Cloud Storage  

Open source (community edi5on) – 
free (excluding infrastructure costs)  
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Enterprise level - USD 0.02 - USD 
0.05 per GB/month for storage, 
addi5onal costs for data processing 
and analy5cs  

Data governance 
tools 

Open source - Apache Atlas, ODPi Egeria   
Enterprise level - IBM InfoSphere Informa5on Governance 
Catalog, Collibra Data Governance, Informa5ca Axon Data 
Governance 

Open source (community edi5on) – 
free (excluding implementa5on and 
maintenance costs) 
Enterprise level - USD 50,000 – 
USD 200,000 + per year 

Data quality tools Open source - OpenRefine, Great Expecta5ons  
Enterprise level - Informa5ca Data Quality, Talend Data 
Quality, IBM InfoSphere Informa5on Server for Data Quality
  

Open source (community edi5on) – 
free (excluding implementa5on and 
maintenance costs) 
Enterprise level - USD 20,000 - 
USD 200,000+ per year 

10.5 Model development and training 
Model development and training components are crucial to develop and maintain efficient ML models. 
The table below provides esBmated costs to plan and budget effecBvely for experimentaBon tools, 
hyperparameter tuning and distributed training frameworks. 

 

Table 7 - Cost range for model development and training 

Component Descrip5on Indica5ve es5mated cost range 
Experimenta5on 
tools 

Open source - Jupyter Notebook (v6.x+), RStudio  
Enterprise level - RStudio Server Pro, JupyterLab 
Enterprise  

Open source (community edi5on) – 
free  
Enterprise level - USD 5,000 - USD 
50,000+ per year 

Hyperparameter 
tuning tools 

Open source - Optuna, Hyperopt, Scikit-learn’s 
GridSearchCV  
Enterprise level - SigOpt, DataRobot AutoML  

Open source (community edi5on) – 
free 
Enterprise level - USD 10,000 - USD 
100,000+ per year 

Distributed 
training tools 

Open source - Horovod, TensorFlow’s distributed strategy
  
Enterprise level - managed solu5ons (e.g. AWS 
SageMaker, Google Cloud AI Placorm)  

Open source (community edi5on) – 
free  
Enterprise level - USD 500 - USD 
5,000+ per month 

10.6 Platform architecture 
The cost presented below focuses on sohware licensing, ongoing support and integraBon/customizaBon 
costs for the plaborm architecture only. These include licences for operaBng systems (e.g. Windows 
Server, Linux distribuBons), virtualizaBon plaborms (e.g. VMware vSphere) and security sohware (e.g. 
firewalls, VPNs, IAM soluBons). 

For cloud deployment using cloud service providers like AWS, Azure or Google Cloud to host AI/ML 
workloads, the costs encompass sohware licensing for cloud services, ongoing support from cloud 
providers and integraBon/customizaBon of cloud environments. 

In the case of Hybrid Cloud Architecture, the costs involve licensing for hybrid management tools to 
manage and integrate hybrid environments, including secure connecBon tools and unified management 
sohware. 
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For Kubernetes Cluster and containerizaBon deployment, the costs include licensing for enterprise 
Kubernetes distribuBons and ContainerizaBon plaborms like Docker. 

Table 8 - Cost range for plaTorm architecture 

Component Descrip5on Indica5ve es5mated cost range 
On-premises 
deployment 

Licences for opera5ng systems, virtualiza5on soiware (e.g. 
VMware) and security soiware (e.g. firewalls, VPNs, IAM 
solu5ons). 

USD 20,000 – USD 80,000 annually 

Cloud deployment Subscrip5on fees for cloud services (e.g. AWS EC2, Azure 
VMs), soiware-as-a-service (SaaS) tools and cloud-na5ve 
security services (e.g. encryp5on, IAM). 

USD 10,000 – USD 80,000 annually 

Hybrid cloud 
architecture 

Licences for hybrid management tools (e.g. VMware 
vSphere with cloud integra5on), secure connec5on tools 
(e.g. VPN, Direct Connect) and unified management 
soiware. 

USD 15,000 – USD 90,000 annually 

Kubernetes cluster Open source - Vanilla Kubernetes  
Enterprise level - Red Hat OpenShii, VMware Tanzu  

Open source (community edi5on) – 
free (excluding infrastructure costs) 
Enterprise level - USD 5,000 - USD 
50,000+ per year per cluster. 

Containeriza5on Open source - Docker Community Edi5on 
Enterprise level - Docker Enterprise (now part of 
Miran5s)  

Open source (community edi5on) – 
free  
Enterprise level - USD 15 - USD 24 
per user/month  

10.7 Compute resources requirements 
For a typical Customs administraBon, the right compute resources setup ensures efficient data 
processing, accelerated model training and scalable operaBons essenBal for tasks such as fraud 
detecBon, revenue esBmaBon and cargo inspecBons. 

The compute resources outlined below provide a detailed overview of the essenBal components, 
including high-performance compuBng servers, memory, GPUs and storage soluBons. It is important to 
emphasize that the indicaBve esBmated cost ranges presented are generally dependent on the specific 
AI/ML development and model training environments. Factors such as the complexity of ML tasks, 
volume of data, desired scalability and integraBon with exisBng systems significantly influence these 
costs. 

Table 9 - Cost range for compute resources requirements 

Component Descrip5on Indica5ve es5mated cost range 
High-
performance 
compu5ng (HPC) 
Servers 

High-performance servers equipped with Intel Xeon or AMD 
EPYC CPUs - CPU Instances: 8 vCPUs, 32GB RAM 
GPU Instances: 4 x NVIDIA V100 GPUs, 64GB GPU memory 

USD 50,000 - USD 80,000 per server 

Memory (RAM) High-capacity RAM - 32GB of high-speed DDR4 or DDR5 
ECC memory. 

USD 2,000 - USD 3,000 per server 

Graphics 
Processing Units 
(GPUs) 

High-end GPUs (e.g. NVIDIA V100 GPUs, although these 
may be outdated by 2025, so equivalent modern GPUs are 
required). 

USD 40,000 - USD 60,000 per GPU 

Local and 
network storage 

High-speed NVMe SSDs (minimum 2 TB) and scalable 
NAS/NFS systems (minimum 10 TB) for rapid data access 
and data sharing across mul5ple nodes. 

USD 5,000 - USD 10,000 per storage 
setup 

Network 
Aaached Storage 

Centralized, scalable storage solu5ons offering high 
throughput and low latency, suppor5ng concurrent 

USD 600 to USD 2000+ per NAS/NFS 
setup 
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(NAS)/Network 
File System (NFS) 

read/write opera5ons for seamless data sharing in AI/ML 
tasks. 

Cloud compute 
resources 

Cloud instances (e.g. AWS EC2, Azure VMs, Google Compute 
Engine) offer scalable compu5ng power to handle varying 
workloads. CPU instances like c5.4xlarge are suited for CPU-
intensive tasks, while GPU instances like p3.8xlarge or 
p4d.24xlarge provide mul5ple GPUs for deep learning and 
high-performance compu5ng. 

USD 10,000 – USD 80,000 annually 

Cloud storage 
services 

Scalable cloud object storage (e.g. Amazon S3, Azure Blob 
Storage, Google Cloud Storage) star5ng at 10 TB, plus cloud 
block storage (minimum 2 TB per instance) for high-
performance applica5ons. 

USD 5,000 – USD 50,000 annually 

Auto-scaling 
services 

Auto-scaling services dynamically adjust the number of 
compute instances based on workload demands, ensuring 
op5mal resource u5liza5on and cost efficiency. 
Specifica5ons include auto-scaling groups to manage 
instance counts based on demand. 

USD 3,000 – USD 15,000 annually 

10.8 Networking 
A networking infrastructure is pivotal to ensure fast data transfer, seamless communicaBon between 
servers and storage systems to support AI/ML iniBaBves. The networking hardware requirements are 
generally dependent on the specific AI/ML development and model training environments and therefore 
indicaBve esBmated cost ranges for networking infrastructure have to be configured to each specific 
AI/ML environment. 

Table 10 - Cost range for networking requirements 

Component Descrip5on Indica5ve es5mated cost range 
High-speed 
interconnects 

High-speed interconnects like Infiniband or 10/40/100 Gbps 
Ethernet are essen5al for fast data transfer between servers 
and storage systems, crucial for distributed training and real-
5me inference. 

USD 5,000 – USD 25,000 annually 

Network 
bandwidth 

Adequate network bandwidth (minimum of 1 Gbps) is 
necessary for smooth data transfer and remote access to 
development environments, minimizing latency in data-
intensive opera5ons. 

USD 2,000 – USD 10,000 annually 

10.9 Cost-effective AI/ML adoption strategies for Customs 
administrations 
While the esBmated costs for implemenBng the minimum technical specificaBons for AI/ML capacity in 
Customs administraBons may appear substanBal, it is important to recognize that there are cost-effecBve 
ways to begin the journey towards AI/ML adopBon. 

Customs administraBons can leverage various strategies to incorporate AI/ML capabiliBes into their 
operaBons without immediately invesBng in extensive in-house infrastructure and development 
capabiliBes. These cost-effecBve AI/ML adopBon strategies for Customs administraBons offer pracBcal 
alternaBves that allow for a gradual, scalable approach to implemenBng AI/ML soluBons, balancing the 
need for technological advancement with budgetary constraints.  

Customs administraBons can explore several alternaBves to reduce the costs associated with 
incorporaBng AI/ML into their operaBons without invesBng heavily in in-house infrastructure and 
development capabiliBes: 

1. Cloud-based soluBons 
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• UBlise cloud plaborms that offer AI/ML services, reducing the need for on-premises 
infrastructure 

• Pay-as-you-go models allow for cost-effecBve scaling based on actual usage 
2. Open-source tools and frameworks 

• Leverage free, community-driven tools like TensorFlow, PyTorch and scikit-learn 
• Benefit from rapid advancements and collaboraBve problem-solving without licensing 

costs 
3. CollaboraBon and partnerships 

• Form partnerships with academic insBtuBons or industry experts for knowledge sharing 
• ParBcipate in cross-border collaboraBons to share resources and experBse 

4. Managed MLOps Services 
• Opt for managed MLOps plaborms which are cloud-based plaborms/services to handle 

the technical complexiBes of AI/ML deployment 
• Reduce the need for specialized in-house experBse during the early stages. 

5. Gradual implementaBon 
• Start with small, high-impact projects to demonstrate value before scaling up 
• Implement AI projects incrementally to spread costs over Bme 

6. Pre-built AI soluBons 
• UBlise pre-trained models and AI services tailored for specific Customs use cases 
• Adapt exisBng soluBons rather than building from scratch 

By exploring the above, Customs administraBons can incorporate AI/ML capabiliBes into their operaBons 
more cost-effecBvely, while sBll benefiBng from the enhanced efficiency and decision-making that these 
technologies offer.  
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11 Skills and training 
To prepare Customs administraBons to leverage AI/ML technologies, they will have to invest in 
comprehensive training programmes and capacity-building iniBaBves that equip their workforce with the 
necessary skills and knowledge. It is essenBal to prioriBze training and capacity building to ensure that 
both technical and non-technical staff are equipped with the knowledge and skills required for the 
successful deployment and management of AI/ML technologies. 

Training could be prioriBzed as follows: 
‐ AI/ML fundamentals - provide basic understanding of AI/ML concepts for all staff, focus on 

pracBcal applicaBons in Customs operaBons 
‐ Data science and analyBcs - train technical staff in data preprocessing, analysis and visualizaBon; 

emphasize Customs-specific data handling and interpretaBon 
‐ Risk management and predicBve analyBcs - develop skills in using AI for risk assessment and 

targeBng; train staff to interpret AI-generated insights for decision-making 
‐ AI ethics and governance - educate officers working in policy and legal maiers on ethical 

consideraBons in AI deployment; ensure compliance with data privacy regulaBons and Customs 
laws 

‐ AI project management - train managers in overseeing AI/ML projects; focus on integraBng AI 
soluBons into exisBng Customs processes and obtain hands-on experience with AI Tools 

Developing in-house experBse is criBcal for the long-term sustainability of AI/ML projects and for 
minimizing reliance on external consultants. This development process involves a combinaBon of 
structured training programmes, collaboraBon with external experts and hands-on experience with 
AI/ML tools and techniques. 

11.1 Developing data literacy across the organization 
Besides technical experBse, Customs administraBons need to foster a culture of data literacy across the 
organizaBon. Data literacy refers to the ability to understand and interpret data, which is essenBal for 
both technical and non-technical staff working on AI/ML projects. Customs officers, policymakers and 
decision-makers should be trained on how to interpret AI/ML-generated insights and apply them in 
decision-making processes. Understanding data-driven insights allows for beier oversight, ensuring that 
AI/ML models are used effecBvely to enhance Customs operaBons. 

Some of the suggested acBviBes to build up data literacy include: 

11.1.1 Data literacy awareness programmes 
Customs administraBons can implement awareness programmes that introduce basic data concepts to 
all staff, including Customs officers, policymakers and administraBve personnel. These programmes can 
cover fundamental concepts like the difference between structured and unstructured data, the role of 
data in AI/ML models and how data quality affects decision-making. This creates a baseline 
understanding of how data influences operaBons. 

11.1.2 Workshops on data interpreta5on 

Customs administraBons can organize hands-on workshops focused on teaching non-technical staff how 
to interpret and use data-driven insights. For example, these workshops can cover how to read 
dashboards, understand risk scores and apply AI-generated risk assessments to make informed decisions 
during inspecBons or clearance processes. PracBcal scenarios involving real Customs data can be used 
to train staff on applying data insights in everyday operaBons. 
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11.1.3 Interac5ve data dashboards 
Providing interacBve data dashboards customized to different roles within the Customs administraBon 
can empower staff to access and interact with real-Bme data. For instance, Customs officers could use 
dashboards to track high-risk shipments, while compliance managers could monitor trends in 
enforcement acBons. Training sessions on how to navigate and extract useful insights from these 
dashboards would enhance data literacy. 

11.2 Strategies for developing AI/ML training and capacity building 
11.2.1 Assessing current skill levels and iden5fying gaps 

The first step is to assess the current level of technical experBse within the Customs administraBon. 
Understanding the exisBng capabiliBes of the workforce will help idenBfy skill gaps in key areas such as 
data science, ML, data engineering and AI ethics. Customs administraBons can then design targeted 
training programmes to address these gaps, ensuring that their staff have a solid foundaBon in AI/ML 
concepts and tools. This includes idenBfying employees who have the potenBal to become internal 
champions for AI/ML iniBaBves and providing them with advanced training. 

11.2.2 Capacity building through cross-departmental collabora5on 

AI/ML iniBaBves in Customs administraBons require collaboraBon across various departments, including 
IT, data management, operaBons and compliance. Developing cross-departmental teams that work 
together on AI/ML projects can improve communicaBon and ensure a holisBc approach to 
implementaBon. These teams should include a mix of domain specialists (e.g. Customs officers), technical 
experts and data scienBsts, and ensure that AI/ML soluBons align with operaBonal needs and regulatory 
requirements. 

Cross-training programmes, where staff from different departments are introduced to AI/ML concepts 
and their potenBal impact on Customs operaBons, can also foster greater understanding and 
collaboraBon. This approach promotes the integraBon of AI/ML into broader Customs processes, 
reducing silos and ensuring that AI/ML tools are embedded into everyday workflows. 

11.3 Building technical expertise 
To develop the necessary technical skills for AI/ML projects, Customs administraBons should implement 
a structured programme that focuses on core AI/ML competencies such as data analysis, model 
development and the applicaBon of algorithmic techniques to real-world Customs operaBons. 

Such training can be done through partnerships with academic insBtuBons, online courses, or in 
collaboraBon with AI/ML experts or with other government agencies. 

Workshops and boot camps that focus on real-world applicaBons in Customs, such as predicBng non-
compliance or automaBng clearance processes, can further strengthen staff’s ability to leverage AI/ML 
in their daily work. 

The following are examples of acBviBes and training methods that can help build this experBse: 

11.3.1 Partnerships with academic ins5tu5ons 
Customs administraBons can collaborate with local or internaBonal universiBes that specialize in data 
science and AI/ML. These partnerships could offer: 

• CerBficate programmes in ML or data science for Customs personnel, providing foundaBonal 
knowledge of AI concepts and algorithms. 
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• Custom courses tailored specifically for Customs, focusing on AI applicaBons such as trade data 
analysis, fraud detecBon and process opBmizaBon. Topics should include the use of AI/ML 
algorithms such as decision trees, random forests and support vector machines, as well as the 
pracBcal applicaBon of these models in Customs operaBons for risk assessments, fraud 
detecBon and process opBmizaBon. 

• Internships or research collaboraBons where Customs staff can work with university researchers 
on AI/ML projects relevant to Customs operaBons, such as automaBng document classificaBon 
for faster clearance processes. 

11.3.2 Hands-on training, online courses and cer5fica5ons 
PracBcal and hands-on training with AI/ML plaborms and tools (like Python, R, TensorFlow, etc.) can help 
build familiarity with the systems needed to develop and deploy AI/ML models. Customs administraBons 
can provide staff with access to popular AI/ML plaborms and programming environments, such as: 

• Python and libraries like TensorFlow for building ML models. 
• R for staBsBcal compuBng and data analysis. 
• TensorFlow for creaBng deep learning models that could automate complex tasks, such as image 

recogniBon in scanned documents. 

Due to its popularity and demand, there is no shortage of providers offering specialized AI/ML training 
for mastering AI/ML tools and sohware. Customs administraBons can encourage staff to complete: 

• Online ML courses covering key algorithms like random forests, neural networks and Support 
Vector Machines (SVMs). These courses ohen include interacBve coding challenges and quizzes 
that help reinforce learning. 

• AI-focused cerBficaBons that combine theory and hands-on pracBce, equipping Customs 
personnel with pracBcal knowledge of tools like Python, R, TensorFlow, etc. For example, staff 
could enrol in an online course on predicBve modelling for Customs operaBons, learning how to 
build models that idenBfy anomalies in trade paierns that indicate potenBal smuggling acBviBes. 

11.3.3 Workshops and boot camps 

In-house AI/ML workshops or boot camps can provide intensive, hands-on experience. These acBviBes 
could be delivered by AI/ML experts or technology vendors and focus on real-world Customs use cases: 

• Data analysis boot camps where Customs officers are trained on using Python or R to analyse 
Customs data, such as idenBfying trends in Customs declaraBons or spomng irregulariBes in 
trade volumes. 

• ML model development workshops that teach staff to build, train and validate AI models using 
historical Customs data. For example, officers could learn how to develop and validate models 
that predict the likelihood of non-compliance or duty evasion. 

These hands-on sessions provide opportuniBes to apply AI/ML techniques directly to the datasets that 
Customs officers work with, ensuring pracBcal and relevant learning. 

11.3.4 Hackathons or data challenges 
Customs administraBons can organize AI/ML hackathons or data challenges where teams of Customs 
personnel compete to solve specific problems using ML. Examples of challenge topics include: 

• Fraud detecBon models: teams could be tasked with building models that detect unusual trade 
paierns that may indicate fraudulent declaraBons or misclassified goods. 

• OpBmizing clearance Bmes: parBcipants could work on automaBng the clearance process using 
predicBve algorithms that prioriBze low-risk shipments for fast-track processing. 

Hackathons encourage collaboraBon and innovaBon while allowing staff to gain hands-on experience 
with AI/ML tools and techniques. 
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11.4 Establishing new job profiles for AI/ML 
The integraBon of AI/ML into Customs operaBons requires experBse in areas like ML, data analysis and 
automaBon, which are different from tradiBonal Customs roles. The Human Resource (HR) department 
in Customs administraBons would need to establish new job profiles and descripBons for AI/ML to 
airact, retain and effecBvely uBlize the newly trained staff in this specialized field. 

By creaBng clear and updated job profiles that outline the specific competencies, responsibiliBes and 
technical skills required for AI/ML posiBons, HR can beier target, train and recruit the right talent. 
AddiBonally, well-defined roles help offer career development opportuniBes, ensuring that newly trained 
staff feel valued and see a clear path for growth within the organizaBon, which is essenBal for retenBon 
and the long-term success of AI/ML iniBaBves in Customs operaBons. 

Some of the new HR profiles and job descripBons are set out below: 

11.4.1 AI/ML Specialist 

Role overview: 

The AI/ML Specialist should ideally be employed in the Customs administraBon’s IT Department, to focus 
on the technical development and deployment of AI/ML models across different areas of Customs 
operaBons. 

AI/ML Specialists are to be responsible for designing, developing and implemenBng AI/ML models to 
opBmize various Customs operaBons, including risk assessment, fraud detecBon and trade compliance. 
This role focuses on leveraging advanced data analyBcs and ML techniques to support decision-making 
and enhance efficiency across the Customs administraBon. AI/ML Specialists will work closely with data 
engineers, Customs officers and IT professionals to ensure that AI/ML applicaBons align with the 
organizaBon’s strategic objecBves. 

Key responsibiliBes: 
1. AI/ML model development: 

o Develop, train and deploy ML models for use in Customs operaBons (e.g. shipment 
classificaBon, fraud detecBon, risk assessment). 

o Experiment with different algorithms, such as decision trees, random forests and neural 
networks, to solve Customs-specific challenges. 

o Fine-tune models to opBmize performance, ensuring high accuracy and relevance to 
operaBonal needs. 

2. Data preparaBon and analysis: 
o Collaborate with the IT data engineering team to prepare, clean and normalize data for 

AI/ML projects. 
o Analyse large datasets from Customs systems to idenBfy trends, anomalies and potenBal 

areas for AI/ML applicaBon. 
o Work with structured and unstructured data, including trade data, inspecBon reports 

and transacBon records. 
3. Deployment and maintenance: 

o Oversee the deployment of AI/ML models into producBon systems, ensuring they are 
integrated smoothly into the daily operaBons of Customs. 

o ConBnuously monitor model performance and accuracy, updaBng and retraining models 
as needed to account for new data or operaBonal changes. 

4. Cross-departmental collaboraBon: 
o Liaise with Customs officers, risk management teams and compliance personnel to 

ensure that AI/ML models align with pracBcal needs and regulatory requirements. 
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o Provide training and guidance to non-technical teams on how to use AI/ML-driven 
insights effecBvely in decision-making processes. 

5. DocumentaBon and reporBng: 
o Document model development processes, assumpBons and outcomes for internal 

reporBng and audiBng purposes. 
o Prepare and present performance reports and data-driven insights to senior 

management, making recommendaBons for process improvements. 
6. InnovaBon and research: 

o Stay up to date with the latest advancements in AI/ML technologies and apply 
innovaBve techniques to solve Customs-related challenges. 

o Experiment with new models and tools to explore potenBal new applicaBons of AI/ML 
in Customs operaBons. 

Key qualificaBons: 
• EducaBon: 

o Bachelor or Master of Data Science, Computer Science, AI, ML, or a related field. 
o Professional cerBficaBons in AI/ML, data science, or related areas are an advantage. 

• Experience: 
o 3-5 years of experience working with AI/ML models, preferably in a public sector or 

regulatory environment. 
o Proven experience in developing and deploying ML algorithms such as Support Vector 

Machines (SVMs), random forests, neural networks, etc. 
o Experience working with AI/ML plaborms such as TensorFlow, Scikit-learn or similar 

tools. 
• Technical skills: 

o Proficiency in programming languages such as Python, R or Java. 
o ExperBse in data analysis tools and techniques. 
o Experience with cloud-based AI plaborms (AWS, Google Cloud, Azure) is a plus. 
o Familiarity with Customs operaBons, trade regulaBons or risk assessment frameworks is 

desirable. 
Core competencies: 

• AnalyBcal thinking: ability to analyse large datasets, draw meaningful conclusions and develop 
acBonable AI/ML models. 

• Problem-solving: ability to approach Customs-related challenges with data-driven soluBons and 
innovaBve ideas. 

• CommunicaBon skills: ability to communicate technical AI/ML concepts to non-technical 
stakeholders. 

• CollaboraBon: ability to work across departments, including with Customs officers, IT teams and 
compliance officers, ensuring AI/ML models meet operaBonal needs. 

• Adaptability: willingness to conBnuously learn and apply new techniques and technologies in 
AI/ML. 

11.4.2 Data Scien5st (Customs Opera5ons) 
The Data ScienBst should ideally be placed within the InnovaBon and Research Unit, or the Strategic 
Planning Unit, focusing on data-driven decision-making. 

The Data ScienBst’s role emphasizes the exploraBon, analysis and interpretaBon of data, which supports 
long-term planning, risk management and operaBonal improvements. They will work closely with 
departments that rely heavily on data insights for decision-making, such as compliance, policy and 
inspecBon teams, ensuring that decisions are based on robust data analysis. 
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The Data ScienBst shall focus on exploring, analysing and interpreBng large datasets to extract acBonable 
insights that can improve Customs operaBons. Unlike the AI/ML Specialist, who is primarily responsible 
for the development and deployment of ML models, the Data ScienBst’s role involves generaBng data-
driven insights that inform decision-making and leveraging advanced analyBcs techniques to opBmize 
processes 

Key responsibiliBes: 
1. Data exploraBon and analysis: 

o Perform in-depth analysis of large datasets, including Customs declaraBons, trade 
volumes and inspecBon results, to idenBfy trends, anomalies and key performance 
metrics. 

o Use staBsBcal methods to evaluate Customs processes, such as the average clearance 
Bmes for different types of shipments, or to idenBfy paierns related to trade compliance 
or fraud. 

2. PredicBve analyBcs and staBsBcal modelling: 
o Develop staBsBcal models to forecast trade flows, shipment volumes, or potenBal risk 

levels for incoming goods. 
o Use predicBve analyBcs to anBcipate Customs boilenecks, allowing the organizaBon to 

allocate resources effecBvely during peak trading periods. 
o Create models to predict changes in trade behaviour due to regulatory shihs, tariffs or 

global market trends. 
3. Data visualizaBon and reporBng: 

o Build interacBve dashboards and visualizaBons that help stakeholders quickly 
understand and act on data insights, such as risk assessment scores, fraud detecBon 
trends and clearance Bme improvements. 

o Generate detailed reports that provide insights into trade paierns, compliance rates and 
inspecBon effecBveness, to inform policy-making and strategic planning. 

o Collaborate with senior management and Customs officers to interpret these insights 
and develop acBonable recommendaBons. 

4. Data quality and governance: 
o Work closely with data engineers to ensure that data pipelines and databases are 

opBmized for analyBcs use, ensuring data quality and integrity. 
o Implement data validaBon techniques to ensure the accuracy, completeness and 

reliability of trade data before it is used in analysis or decision-making. 
o Define and monitor data quality metrics, ensuring that Customs operaBons are driven 

by accurate and trustworthy data. 
5. CollaboraBon and cross-department support: 

o Collaborate with risk management teams, compliance officers and Customs inspecBon 
units to provide data-driven insights that support their operaBonal goals. 

o Work with IT and data engineering teams to ensure data accessibility and to design 
systems that allow real-Bme data monitoring for Customs officials. 

o Provide ad-hoc analyBcal support to different departments, enabling them to use data 
insights in their day-to-day decision-making processes. 

6. Trend and policy analysis: 
o Analyse the impact of new trade agreements, tariffs or regulaBons on Customs 

operaBons and trade volumes, offering insights on how Customs administraBons can 
adapt to these changes. 

o Monitor global trade trends and geopoliBcal factors, idenBfying potenBal risks or 
opportuniBes for Customs operaBons, such as shihs in trade routes or emerging 
markets. 



 

67 

 

7. InnovaBon and research: 
o Stay updated on the latest developments in data science and analyBcs technologies, 

including advanced staBsBcal techniques and big data plaborms. 
o Explore innovaBve ways to apply data analyBcs to emerging challenges in Customs, such 

as automaBng compliance checks or improving the accuracy of risk assessments through 
data-driven approaches. 

Key qualificaBons: 
• EducaBon: 

o Bachelor or Master of Data Science, StaBsBcs, Computer Science, MathemaBcs, 
Economics, or a related field. 

o Professional cerBficaBons in data analyBcs, staBsBcs or big data are a plus. 
• Experience: 

o 3-5 years of experience in data analysis, staBsBcal modelling or data science, preferably 
in a public sector or trade-related context. 

o Strong background in exploratory data analysis, trend idenBficaBon and staBsBcal 
techniques. 

o Experience working with large, complex datasets and designing data visualizaBons for 
non-technical stakeholders. 

• Technical skills: 
o Proficiency in staBsBcal tools such as R, Python or SAS. 
o ExperBse in using data visualizaBon tools like Tableau, Power BI or D3.js to build 

dashboards and reports. 
o Familiarity with SQL and other database management systems for querying large 

datasets. 
o Knowledge of cloud-based data plaborms (e.g. AWS, Google Cloud) and big data 

technologies (e.g. Hadoop, Spark) is an advantage. 
o Experience with staBsBcal modelling techniques like regression analysis, clustering and 

Bme series analysis. 
Core competencies: 

• AnalyBcal thinking: ability to analyse complex datasets, discover paierns and make data-driven 
recommendaBons. 

• Problem-solving: ability to apply staBsBcal and data science techniques to solve real-world 
challenges in Customs operaBons. 

• CommunicaBon: ability to explain data insights and technical concepts clearly to non-technical 
stakeholders. 

• CollaboraBon: strong teamwork skills, with the ability to work across departments to support 
data-driven decision-making. 

• AienBon to detail: high level of accuracy in data analysis, ensuring all insights are grounded in 
reliable data. 
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12 Evalua8on, success stories and lessons learned 
As Customs administraBons embark on AI/ML projects, it is essenBal to establish clear evaluaBon 
frameworks and success metrics to ensure these iniBaBves deliver value and achieve their intended 
outcomes. EvaluaBng AI/ML projects involves both quanBtaBve and qualitaBve assessments, focusing 
on model performance, operaBonal improvements and alignment with strategic goals. 

Success is measured by how well the AI/ML projects meet predefined objecBves and contribute to the 
long-term strategic goals of the organizaBon. Measurement metrics should include improvements in 
efficiencies, reducBon of costs and tangible benefits in Customs operaBons, which should be monitored 
through appropriate KPIs in the organizaBonal performance management system. 

By conBnuously monitoring performance and iteraBng based on feedback, Customs administraBons can 
ensure that AI/ML iniBaBves deliver sustainable value and drive meaningful improvements in their 
operaBons. 

12.1 Evaluation 
The steps involved in AI/ML project evaluaBon include: 

12.1.1 Defining project objec5ves 

The first step in evaluaBng AI/ML projects is to clearly define the objecBves and expected outcomes. 
Customs administraBons must idenBfy specific goals that the AI/ML iniBaBve is intended to achieve, 
such as: 

• improving the accuracy of fraud detecBon; 
• reducing Customs clearance Bme; 
• increasing revenue through beier compliance enforcement. 

These objecBves serve as the foundaBon for evaluaBng the project’s performance and success. 

12.1.2 Defining performance metrics for the AI/ML models 
The long-term sustainability of AI/ML models is crucial. A successful project involves conBnuous 
monitoring and updaBng of the models to ensure they remain relevant, accurate and adaptable to 
changing trade dynamics and regulatory requirements. To measure the success of AI/ML models, 
Customs administraBons should establish performance metrics that assess the effecBveness of the 
models in achieving their objecBves. These metrics typically include: 

• accuracy: the percentage of correct predicBons or classificaBons made by the AI/ML model, such 
as correctly idenBfying high-risk shipments or non-compliant traders; 

• precision and recall: in fraud detecBon or risk assessment, “precision” measures how many of 
the flagged cases are actually correct (minimizing false posiBves), while “recall” measures how 
many true posiBve cases are idenBfied (minimizing false negaBves). 

• false posi've/false nega've rates: these metrics are criBcal in Customs operaBons, where false 
posiBves can lead to unnecessary inspecBons and delays, while false negaBves can result in 
missed risks or violaBons. 

• model stability: model stability is usually measured on the basis of a stability index using 
techniques like bootstrapping or cross-validaBon (tesBng mulBple training datasets with slight 
variaBons, and measuring performance dispersion and anomalies across datasets). 
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12.1.3  Impact on organiza5onal performance and strategic alignment  
Beyond model performance, Customs administraBons should evaluate the broader opera'onal impact 
of AI/ML projects. These projects are successful if they lead to measurable improvements in Customs 
processes. Key operaBonal metrics include: 

• reduc'on in clearance 'mes: one of the main goals of AI/ML projects is to streamline the 
Customs clearance process. Success can be measured by how much AI/ML soluBons reduce the 
Bme it takes to clear shipments, especially for low-risk or compliant goods; 

• increase in detec'on rates for non-compliance: a successful AI/ML iniBaBve should improve the 
ability of Customs administraBons to detect fraudulent or non-compliant acBviBes, increasing 
revenue from fines or prevenBng lost duBes; 

• resource op'miza'on: AI/ML models that accurately predict high-risk shipments or traders 
enable Customs administraBons to allocate resources more effecBvely, reducing the need for 
random inspecBons and focusing aienBon on higher-priority cases; 

• cost savings: the deployment of AI/ML soluBons should lead to long-term cost savings through 
process automaBon, reducing the manual labour required for data entry, inspecBons and risk 
assessments. 

12.1.4 Measurement of success 

Success in AI/ML projects for Customs administraBons is measured by their alignment with broader 
strategic goals, including operaBonal efficiency, risk management, compliance, trade facilitaBon and 
security. EvaluaBng AI/ML contribuBons to these objecBves involves considering the following factors: 

• opera'onal efficiency: AI/ML should opBmize resource allocaBon, automate processes and 
reduce processing Bmes and costs. Success is measured by improved clearance Bmes, 
automaBon of repeBBve tasks and enhanced producBvity; 

• trade facilita'on: AI/ML should create a seamless trade environment by expediBng Customs 
clearance, reducing delays and improving supply chain visibility. Success can be measured by 
increased trade volumes, faster processing and higher trader saBsfacBon; 

• risk management: AI/ML should enhance risk assessment by improving the accuracy of fraud 
detecBon and anomaly idenBficaBon. EffecBveness is measured by beier targeBng of high-risk 
shipments and passengers while reducing false posiBves; 

• compliance: AI/ML should improve adherence to regulaBons by ensuring accurate classificaBon, 
valuaBon and reporBng. Success is reflected in higher compliance rates, fewer regulatory 
breaches and more effecBve enforcement acBons; 

• security: AI/ML should strengthen border security by enhancing surveillance, detecBng illicit 
goods and prevenBng smuggling. EffecBveness is evaluated through improved detecBon rates, 
stronger monitoring capabiliBes and beier coordinaBon with enforcement agencies. 

By assessing these aspects, Customs administraBons can gauge the effecBveness of their AI/ML projects 
in achieving their strategic goals and improving overall performance. 

12.1.5 User adop5on and sa5sfac5on 

A criBcal measure of success is user adopBon and saBsfacBon. Customs administraBons should assess 
how well Customs officers and other stakeholders are adopBng the AI/ML systems and whether they 
find the tools useful in their day-to-day work. This can be evaluated through: 

• training and ease of use: measuring how well-trained and comfortable users are with the new 
AI/ML systems; 

• feedback surveys: gathering feedback on how AI/ML tools have improved or impacted the 
workflow for Customs officers, compliance teams and other users. 



 

70 

 

12.1.6 Cost-benefit analysis 
An important measure of success is the return on investment (ROI) for the AI/ML project. Customs 
administraBons should conduct a cost-benefit analysis to assess whether the long-term benefits of the 
AI/ML system outweigh the costs of development, implementaBon and maintenance. Success can be 
measured by the extent to which the system provides: 

• long-term cost savings through reduced manual processing and automa'on; 
• revenue gains from beher fraud detec'on, duty collec'on and compliance enforcement; 
• efficiency improvements leading to faster Customs clearance 'me, reduc'on of inspec'on due 

to enhanced risk assessment.  

12.2 Lessons learned 
To incorporate “lessons learned” effecBvely in AI/ML projects, Customs administraBons can take several 
key approaches: 

1. Formalized knowledge sharing plaiorms: establish a centralized repository where project teams 
document challenges, soluBons and lessons learned. Regular internal knowledge-sharing 
sessions, such as workshops and seminars, can help disseminate these insights across 
departments, ensuring teams are beier equipped for future AI/ML iniBaBves. 

2. Post-implementa'on reviews: conduct reviews aher project compleBon to analyse what worked 
and what did not. These reviews should involve key stakeholders and focus on technical, 
operaBonal and process-related lessons. IncorporaBng feedback loops throughout the project 
lifecycle allows Customs administraBons to conBnuously refine and adapt their strategies. 

3. Training and development programmes: use lessons learned to update staff training 
programmes and build in mentorship opportuniBes, where experienced teams guide emerging 
adopters. This ensures that staff apply best pracBces and avoid repeaBng past mistakes, helping 
build insBtuBonal knowledge around AI/ML. 

4. Cross-agency collabora'on: share lessons with other Customs administraBons or relevant 
agencies to promote collecBve learning. Through collaboraBve forums, workshops or 
conferences, Customs administraBons can exchange insights and best pracBces, helping reduce 
the digital divide between emerging and advanced adopters. 
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13 Conclusion: AI/ML as catalysts for transforming 
Customs administra8ons 

The integraBon of AI/ML into Customs operaBons represents a strategic shih in the way Customs 
administraBons manage trade, compliance and enforcement in a complex global environment. This 
Report has explored the profound implicaBons of AI/ML adopBon, covering technological capabiliBes, 
legal frameworks, policy consideraBons, implementaBon strategies and case studies. 

AI/ML technologies offer Customs administraBons strategic inflecBon points, enabling both evoluBonary 
improvements and revoluBonary shihs. EvoluBonary enhancements focus on streamlining operaBons, 
improving risk profiling and automaBng repeBBve tasks. Advanced applicaBons, including generaBve AI, 
open doors to revoluBonary capabiliBes, such using LLMs to validate Customs declaraBons, invoices and 
cerBficates of origin in real Bme, or by combining LLMs with graph neural networks (GNNs), to analyse, 
visualize and synthesize paierns from shipment data, Customs records and social networks. 

One of the key themes emphasized throughout this Report is the importance of a structured and 
incremental approach to AI/ML adopBon. Customs administraBons are encouraged to begin with small, 
high-impact pilot projects focused on specific use cases and achieve quick wins before scaling up to more 
advanced and integrated systems. One such example used in many Customs administraBons, is the use 
of AI-powered algorithms to improve goods classificaBon and valuaBon accuracy, reducing Customs 
processing and cargo clearance Bmes. This phased approach minimizes risks while demonstraBng 
tangible benefits early in the process. 

Key to successful implementaBon is the recogniBon that AI/ML adopBon is not a one-Bme effort but an 
iteraBve process. Customs administraBons must conBnuously monitor performance, update models and 
integrate insights from pilot projects to refine strategies and enhance outcomes. This requires investment 
not only in infrastructure and tools but also in governance frameworks that promote flexibility, 
adaptability and accountability. AddiBonally, the emphasis on cloud-based soluBons and hybrid 
architectures highlights scalable and cost-effecBve strategies for implementaBon, making AI/ML 
adopBon accessible to Customs administraBons with varying levels of readiness. 

The importance of addressing ethical, legal and regulatory consideraBons cannot be overstated. As AI 
systems rely heavily on data, Customs administraBons must prioriBze data governance frameworks that 
ensure quality, integrity and compliance with privacy regulaBons. Establishing safeguards to miBgate bias, 
ensuring transparency in AI decision-making and implemenBng human-in-the-loop systems to maintain 
accountability are criBcal elements of responsible AI/ML adopBon. Furthermore, the report underscores 
the need for alignment with emerging internaBonal AI regulaBons, promoBng consistency and legal 
compliance across jurisdicBons. 

The human factor remains central to the success of AI/ML adopBon. Building organizaBonal capacity 
through targeted training programmes and partnerships is crucial for sustaining AI-driven 
transformaBons. Developing AI/ML literacy among both technical and non-technical staff, creaBng 
specialized roles and promoBng collaboraBve pracBces enable Customs administraBons to harness 
AI/ML capabiliBes effecBvely. Equally important is fostering stakeholder engagement, ensuring open 
communicaBon and incorporaBng feedback mechanisms to build trust and drive adopBon. 

In conclusion, AI/ML technologies present an unprecedented opportunity for Customs administraBons 
to transiBon into data-driven, agile and intelligent organizaBons. By leveraging AI/ML, Customs 
administraBons can strengthen their role as facilitators of secure and efficient trade while addressing 
regulatory and enforcement challenges. However, this transformaBon demands a balanced approach - 
one that starts with incremental steps, prioriBzes ethical standards and invests in long-term capacity 
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building. With strategic vision and careful planning, Customs administraBons can unlock the full potenBal 
of AI/ML, ensuring sustainable modernizaBon and global compeBBveness in the years ahead. 

 

* * * 
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Smartcustoms@wcoomd.org  

Visit our website: 

wcoomd.org/SmartCustoms.aspx 
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